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dependable software of the complexity that advanced BMD systems 
would require.  Finally, it summarizes what is now known—and 
unknown—about the probable survivability of such systems 
against concerted enemy attacks of various kinds." - 
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Chapter 1 

Summary 

PRINCIPAL FINDINGS 
The Strategic Defense Initiative Organiza- 

tion (SDIO) currently advocates planning for 
a three-part "phased deployment" of ballistic 
missile defense (BMD) systems, with each 
phase providing an increment of strategic ben- 
efits while preparing the way for the next 
phase. The first phase would be intended to 
"... compel Soviet operational adjustments 
and compromises by reducing the confidence 
of Soviet planners in predicting the outcorr ■» 
of a ballistic missile attack." The second phase 
would be intended to negate Soviet abilities 
to destroy many strategic targets, and the 
third to "eliminate the threat posed by nuclear 
ballistic missiles." The exact composition and 
timing of each phase are still under study, but 
some tentative system "architectures" have 
undergone preliminary analysis. 

Finding 1: After 30 years of BMD research, 
including the first few years of the Strategic 
Defense Initiative (SDI), defense scientists and 
engineers have produced impressive technical 
achievements, but questions remain about the 
feasibility of meeting the goals of the SDI. The 
SDIO has identified most of the gaps between 
today's technology and that needed for highly 
effective ballistic missile defenses; it has ini- 
tiated programs to address those gaps. It 
should surprise no one that many technical is- 
sues remain unresolved, especially when one 
considers that the SDI has so far had time and 
authorization to spend only a fraction of the 
money that the Fletcher Commission esti- 
mated would be necessary to assess BMD fea- 
sibility. The SDIO argues that application of 
sufficient resources will resolve the outstand- 
ing issues. 

Finding 2: Given optimistic assumptions 
(e.g., extraordinarily fast rates of research, de- 
velopment, and production), the kind of first- 

Note: Complete definitions of acronyms and initialisms 
are listed in Appendix B of this report. 

phase system that SDIO is considering might 
be technically deployable in the 1995-2000 
period. Such a system might include: 

• space-based hit-to-kill vehicles for attack- 
ing missile boosters and post-boost vehi- 
cles (PBVs) and 

• ground-based rockets for attacking war- 
heads before reentry into the atmosphere. 

Depending on whether U.S. deployment 
schedules couid be met, the effectiveness of 
countermeasures that should be available to 
the Soviets in that period, the numbers of 
offensive weapons they had deployed, and the 
nature of the attack, such a system might de- 
stroy anywhere from a few u± to a modest frac- 
tion of attacking Soviet intercontinental bal- 
listic missile (ICBM) warheads. 

Again depending on the effectiveness of So- 
viet countermeasures, the BMD system might 
be able to carry out a strategy of "adaptive 
preferential defense," allowing it to protect 
successfully a useful fraction of certain sets 
of U.S. military targets.1 

Additional defense capabilities would soon 
be needed to sustain this level of defense 
against either increased or more advanced, but 
clearly feasible, Soviet offenses. 

One key to sustaining and improving defense 
capabilities in the 2000-10 period would be de- 
velopment of technologies to discriminate be- 
tween missile warheads and decoys so that 
ground- and satellite-based rockets could ef- 
fectively attack warheads in space. Assuring 
functional survivaoility of space-based sys- 
tems would also be essential (see Finding 4). 

■SDIO officials argue that deniul to the Soviets of high confi- 
dence of destroying as many of these targets they would like 
(as estimated by U.S. planners) would enhance deterrence of 
an aggressive nuclear attack. 

3 
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As the Soviets phased in faster burning, faster 
weapon-dispensing ballistic missiles, it would 
probably be neces>s*"r to develop and deploy 
directed-entrgy wea ir. ■? to intercept missiles 
in the becot phase and post-boost phases. 

Given higher annual funding le els than BO 
far appropriated, the SDI research and tech- 
nology program might establish in the mid- 
to-late 1990s whether the components needed 
for warhead/decoy discrimination in a second- 
phase system would be feasible for deployment 
in the 2000-10 period. Also assuming higher 
funding levels than in the past, by the mid-to- 
late 1990s the SDI may determine the techni- 
cal feasibility of deploying BMD directed- 
energy weapons in the 2005-15 period. The cost 
and survivability of such weapons will be 
amoag the key issues. 

Finding 3: A rational commitment to a "phase- 
one" development and deployment of BMD 
before the second and third phases had been 
proven feasible, affordable, and survivable 
would imply: a) belief that the outstanding 
technical issues will be favorably resolved 
later; b) willingness to settle for interim BMD 
capabilities that would decline as Soviet of- 
fenses improved; or, c) belief that U.S. efforts 
will persuade the Soviets to join in reducing 
offensive forces and moving toward 2 defense- 
dominated world. 

Finding 4: The precise degree of BMD sys- 
tem survivability is hara to anticipate, because 
it would depend on the details of measures for 
offensive attack on the BMD system and defen- 
sive countermeasures, on the tactics employed 
by each side, and on the inevitable uncertain- 
ties of battle. It appears that direct-ascent 
nuclear anti-satellite weapons (DANASATs) 
would pose a significant threat to all three de- 
fense system phases, but particularly to the 
first two. Numerous .DANASATs could be 
available to the Soviets in the mid-1990s (e.g., 
ballistic missiles relying on mature technology, 
could probably be adapted to this role.) Such 
weapons deployed in quantity, especially with 
multiple decoys, would threaten to degrade se- 
verely the performance of a first- or second- 
phase BMD system. SDIO officials say. how- 

ever, that adequate survivability measures 
could meet this threat. If the Soviets chose to 
attack the U.S. BMD satellites during em- 
placement, they might prevent full system de- 
ployment and operation altogether. 

Finding 5: There has been little analysis of 
any kind of space-based threats to BMD sys- 
tem survivability. SDIO analyses assume that 
U.S. BMD technologies will remain superior 
to Soviet technologies (although such superi- 
ority would not necessarily guarantee U.S. 
BMD system survivability). In particular, 
SDIO and its contractors have conducted no 
serious study of the situation in which the 
United States and the Soviet Union both oc- 
cupy space with comparable BMD systems. 
Such a situation could place a high premium 
on striking first at the other side's defenses. 
The technical (as well as political) feasibility 
of an arms control agreement to avoid such 
mutual vulnerability remains uncertain. 

Finding 6: The survivability of BMD sys- 
tems now under consideration implies unilat- 
eral U.S. control of certain sectors of space. 
Such control would be necessary to enforce 
"keep-out" zones against Soviet anti-satellite 
weapons or space mines during and after U.S. 
BMD deployment. Most BMD weapon tech- 
nologies would be useful in an anti-satellite role 
before they reached the levels of power and pre- 
c'jion needed for BMD. Thus, the Soviets 
would not need to achieve BMD capabilities 
to begin to challenge U.S. control of, or even 
access to, spare. 

Finding 7: The nature of software and ex- 
perience with large, complex software systems 
indicate that there may always be irresolva- 
ble questions about how dependable BMD soft- 
ware would be and about the confidence the 
United Statas could place in dependability esti- 
mates. Existing large software systems, such 
as the long-distance telephone system, have 
become highly dependable only after extensive 
operational use and modification. In OTA's 
judgment, there would be a significant prob- 
ability (i.e., one large enough to take seriously) 
that the first (and presumably only) time the 
BMD system were used in a real war, it would 
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Preface 

This report is the unclassified version of a classified document delivered to 
Congress at the end of August 1987. In attempting to reach agreement with the 
Department of Defense on what information could be included in an unclassified 
report, OTA found the wheels of bureaucracy to turn very slowly —when they turned 
at all. Only through the active intervention of the Strategic Defense Initiative 
Organization, beginning in late in November 1987, and extending to the end of 
March. 1988, was a partial resolution of the problem achieved. 

OTA, with assistance from SDIO staff, revised the entire report to produce 
a complete version that both agreed should not be considered classified. The De- 
partment of Defense concurred on all but the final three chapters. These latter 
chapters deal—in a general way and without the kind of specific detail that might 
be useful to an adversary-with a variety of potential countermeasures to BMD 
systems. In particular, chapters 11 and 12 deal with defining and countering threats 
to the survivability of space-based BMD systems. 

Chapter 1 offers a brief review of the "bottom lines" of chapters 10 through 
12. But apparently some in the Defense Department wish to assert that it is im- 
possible to present an unclassified analytical discussion that would enable the 
reader to understand the issues and form his own judgments. In OTA's judgment, 
this position does not deprive potential adversaries of any information they do 
not already have: rather, it stifles rational public debate in the United States over 
the pros and cons of proceeding with ballistic missile defense. To give the reader 
at least some appreciation of the scope of the deleted material, the tables of con- 
tents of chapters 10 through 12 appear at the end of this volume. In addition, 
the major conclusions of these chapters (without, of course, the supporting analy- 
sis) are summarized in chapter 1. 

OTA thanks the SDIO for the additional substantive comments and informa- 
tion it provided on the final drafts of the report. Thus, despite the many months 
of delay since original completion of the report, this unclassified version is reason- 
ably up to date. OTA, not SDIO, is responsible for the contents and conclusions 
of the report. 

A further note on the subject of classified information is in order. Any report 
which attempts to analyze the feasibility and survivability of prospective ballis- 
tic missile defense systems must refer to possible measures an adversary could 
take to counter the system. OTA sought the views of a variety of experts on So- 
viet military research, development, and deployment about potential responses 
to the SDI. It alfio sought to understand the technical feasibility of various coun- 
termeasures. It did not seek out or report on the official judgments of the U.S. 
intelligence community on what countermeasures the Soviet Union would or could 
take against SDI-derived systems. Therefore, nothing said in this report should 
be construed as an "intelligence" judgment of Soviet intentions or capabilities. 

> , 
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Foreword 

In its 1985 report, New Ballistic Missile Defense Technologies, OTA attempted 
to place those technologies against a useful policy background for the Congress. 
While that report introduced the major subject areas of Strategic Defense Initia- 
tive research, the amount of detailed technical evaluation it could offer was limited. 
The chief limitations were the relative newness of the SDI program and the lack 
of specific BMD system architectures to examine. Since that report, the SDIO 
has conducted enough additional research and, in particular, identified a suffi- 
ciently specific system architecture that a more detailed OTA review of the rele- 
vant technologies should be helpful to Congress. 

Public Law 99-190 (continuing appropriations for fiscal year 1986) called for 
the Off Joe of Technology Assessment to conduct a "... comprehensive classified 
study ... together with an unclassified version ... to determine the technologi- 
cal feasibility and implications, and the ability to survive and function despite 

. a preemptive attack by an aggressor possessing comparable technology, of the 
Strategic Defense Initiative Program." In addition, the accompanying Confer- 
ence Report specified that... "This study shall include an analysis of the feasibil- 
ity of meeting SDI computer software requirements." 

This unclassified report completes OTA's response to that mandate. It puts 
SDI technologies in context by reporting the kinds of ballistic missile defense 
(BMD) system architectures that the SDI organization has considered for "phased 
deployment." It reviews the status of the various SDI technologies and system 
components. It analyzes the feasibility of producing dependable software of the 
complexity that advanced BMD systems would require. Finally, it summarizes 
what is now known—and unknown—about the probable survivability of such sys- 

j terns against concerted enemy attacks of various kinds. 

» The study found that major uncertainties remain concerning the probable cost, 
| effectiveness, and survivability of the kinds of BMD system (which rely on kinetic 
\ rather than directed-energy weapons) that might be deployable in the "phase-one" 
r proposed for the mid to late 1990s. In addition, OTA believes several more years 
I of SDI research would be needed to determine whether it is feasible to construct 

the kinds of directed-energy weapons contemplated as follow-on3 to SDIO's "phase 
one" BMD system. The sv, vivability of both short-term and longer-term BMD 
systems would depend heavily on the outcome of a continuing competition in weap- 

| ons and countermeasures between the United States and the Soviet Union. Fi- 
' nally, developing dependable software for advanced BMD will be a formidable 
[ challenge because of the difficulty of testing that software realistically. 

OTA gratefully thanks the hundreds of individuals whose contributions of 
time and effort helped make this report possible. OTA, of course, bears the final 
responsibility :or the contents of the report. 

( ) JOHN H. GIBBONS 
Director 
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suffer a catastrophic failure.1 The complexity 
of BMD software, the changing nature of sys- 
tem requirements, and the novelty of the tech- 
nology to be controlled raise the possibility 
that the system may i»ot even be able to pass 
the more realistic of the peacetime tests that 
could be devised for it. The relatively slow rate 
of improvement in software engineering tech- 
nology makes it. appear unlikely to OTA that 
this situation will be substantially alleviated 
in the foreseeable future. SDIO officials assert, 
however, that SDI software problems will be 
manageable, that adequate testing will be pos- 
sible, and that previous military systems have 
been deployed without complete system test- 
ing (e.g., the Minuteman missile system, the 
Navy's AEGIS ship defense system.) 

Finding 8: No adequate models for the de- 
velopment, production, test, and maintenance 
of software for full-scale BMD systems exist. 
Systems such as long-distance telephone net- 
works, early missile defense systems such as 
SAFEGUARD, the AEGIS ship defense sys- 
tem, and air traffic control all differ signifi- 
cantly from full-scale BMD. 

The only kind of BMD system for which the 
United States has software development experi- 

'In ch. 9 catastrophic failure is arbitrarily defined as a de- 
cline of 90 percent or more in system performance, and there 
is a discussion of alternative approaches to the concept. 

ence is a terminal defense system. Incorporat- 
ing a boost-phase defense would add complex- 
ity to the software and require the inclusion 
of technologies hitherto untried in battle. Add- 
ing a mid-course defense would probably in- 
crease the software complexity beyond that 
of any existing systems. 

Experts agree that new methods for produc- 
ing and safely testing the system would be 
needed. Evolution would be key to system de- 
velopment, requiring new methods of control- 
ling and disseminating software changes and 
assuring that each change would not increase 
the potential for catastrophic failure. OTA has 
found little evidence of significant progress in 
these areas. 

Finding 9: There is broad agreement in the 
technical community that significant parts of 
the research being carried out unuer the SDI 
are in the national interest. There i s disagree- 
ment about whether or not this research is best 
carried out within a program that is strongly 
oriented toward supporting an early 1990s 
BMD deployment decision, and that includes 
system development as well as research ele- 
ments. This question was outside the scope of 
OTA's mandate and is not addressed in this 
report. 

INTRODUCTION 
Origin of This Study 

The appropriations continuing resolution for 
fiscal year 1986 (Public Law 99-190) called for 
the Office of Technology Assessment to pro- 
duce a "comprehensive classified study... 
together with an unclassified version ... to de- 
termine the technological feasibility and im- 
plications, and the abüity to survive and func- 
tion despite a preemptive attack by an aggressor 
possessing comparable technology, of the Stra- 
tegic Defense Initiative Program." In addition, 
the conference report accompanying this leg- 
islation specified that "this study shall include 
an analysis of the feasibility of meeting SDI 
computer software requirements." This report 
responds to that legislation. 

After 30 years of BMD research, including 
the first few years of the Strategic Defense Ini- 
tiative, the dedication and ingenuity of thou- 
sands of U.S. scientists and engineers have 
produced many impressive technical achieve- 
ments. Such achievements may someday cu- 
mulate to lorm the basis for a highly effective 
BMD system. For now, how*«":r, many ques- 
tions remain about the feasimlity of meeting 
SDI goals. 

Goals of the SDI 

According to SDIO* annual report to 
Congress: 

From the very beginning, the SDIO has 
maintained the same goal—to conduct a vig- 



orous research and technology development 
program that could help to eliminate the 
threat of ballistic missiles and provide in- 
creased U.S. and allied security. Within this 
goal, the SDIO's task is to demonstrate SDI 
technology and to provide the widest range 
of defense options possible to support e deci- 
sion on whether to develop and deploy stra- 
tegic defenses.' 

Such defenses might, to a greater or lesser de- 
gree, protect the American population from nu- 
clear weapons. But, contrary to the perceptions 
of many, SDIO has never embraced the goal 
of developing a leakproof shield against an un- 
constrained Soviet nuclear weapon threat. It 
is the position of SDIO that President Rea- 
gan has not embraced that goal either.' 

Rather, the organization, in its first 4 years, 
worked out a scenario that it argues could lead 
to President Reagan's stated "ultimate goal 
of eliminating the threat posed by strategic 
nuclear missiles ... [which could]... pave the 
way for arms control measures to eliminate the 
weapons themselves."' The scenario, para- 
phrased from the SDIO report, is as follows: 

1. a research and development program con- 
tinues until the early 1990s, when a deci- 
sion could be mad 3 by a future President 
and Congress on whether to enter into full- 
scale BMD engineering development; 

2. the Defense Department begins full-scale 
development of a "first-phase" system 
while continuing advanced technology 
work; 

3. the United States begins "phased deploy- 
ment" of defensive systems, "designed so 
that each added increment of defense 
would enhance deterrence and reduce the 
risk of nuclear war"; although this "tran- 
sition period" would preferably be jointly 
managed by the United States and the So- 
viet Union, U.S. deployments would pro- 
ceed anyway; then 

4. the United States completes deployment 
of "highly effective, multilayered defen- 
sive systems," which "could enhance sig- 
nificantly the prospects for negotiated 
reductions, or even the elimination, of 
offensive ballistic missiles." 

Figures 1-1 and 1-2 are SDIO graphic repre- 
sentations of its development and deployment 
policies. Figure 1-1 illustrates that, as time 
goes on, newer, more capable BMD systems 
would be necessary to respond to advanced 
Soviet missile threats. Alternatively, it is ar- 
gued, the prospect of such new systems might 
persuade the Soviets to accept U.S. proposals 
for joint reductions of offensive forces which 
might, in turn, obviate the need for new systems. 

Figure 1-2 lists the kinds of information 
SDIO seeks to provide for BMD development 
decisions. According to this figure, SDIO does 
not see "complete understanding" of later sys- 
tem phases as prerequisite to initial commit- 
ments to develop and deploy BMD. Instead, 
it proposes to seek a "partial understanding" 
of the issues surrounding the follow-on phase 
and provide "reasonable estimates" that the 
necessary systems could be available as needed. 

SDIO has affirmed the so-called "Nitze cri- 
teria" as requirements for the BMD options 
it offers: that the defenses be militarily effec- 
tive, adequately survivable, and "cost-effec- 
tive" at the margin, that is, "able to maintain 
their defensive capabilities more easily than 
countermeasures could be taken to try to de- 
feat them."1 

'SDIO, op. cit, footnote 2, p. IV-3. 

Figur« 1-1.—Tha Path to 
"Thoroughly Reliable" Defenses 

■Strategic Defense Initiative Organization, Report to the Con- 
gress on the Strategic Defense Initiative \Washington, DC: April 
1987), p. 11-13. 

•Lt General James Abrahamson, persou<0 communication to 
OTA staff, July 7, 1987. 

«Ronald Reagan, televised speech. Mar. 23, 1983. 
Time 

SOURCE: Department of DtfwiM, Strategie DtfcnM Mtiathw. 
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Figure 1-2.—Development Decision Content 
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The SDIO has identified three "phases" of 
BMD deployments that might extend from the 
mid-1990s well into the 21st century (see fig- 
ure 1-3). In mid-1987, SDIO proposed to pro- 
ceed with a series of "technology validation 
experiments" to build and test hardware that 
might demonstrate the feasibility of compo- 
nents of a "first-phase" system. These exper- 
iments would require SDI budgets substan- 
tially above the levels appropriated by 
Congress in the first 4 years of the SDI. 

In deciding about funding and directing the 
SDI program, then, Congress must decide 
whether to accept, modify, or reject the phased 
research and deployment scenario proposed by 
SDIO. Options for Congress include: 

• accept the SDIO phasing scenario and 
plan now to decide in the early 1990s 
whether the full-scale engineering devel- 
opment of a first-phase system is feasible 
or attractive, but with only a "reasonable 
estimate" at that time of whether the sec- 
ond and third phases would later prove 
feasible; such a decision would imply an 

Figure 1-3.—Mission Effectiveness Improves 
With Phased Deployment 
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intention to deploy the first phase in the 
mid-1990s while beginning full-scale de- 
velopment of the second phase, but the 
actual mid-1990s decisions would depend 
on the progress made; 

• decide soon to begin immediately to de- 
velop whatever technologies may be avail- 
able for deployment in the early 1990s, 
bearing in mind that space-based weap- 
ons are, in any case, unlikely to be deploy- 
able in quantity until 1995 or beyond; 

• plan to delay a decision on a first phase 
of development and deployment until ad- 
vanced research confirms that the second 
and third phases would be feasible; 

• return to the pre-SDI BMD research pro- 
gram intended to hedge against techno- 
logical surprise and to deter Sovif t BMD 
deployment, but not intended to work 
toward n specific deployment scenario; or 

» add to the previous option a new empha- 
sis on terminal defense systems designed 
specifically to protect elements of U.S. 
strategic nuclear retaliatory forces. 

Nature of This Report 

To assist Congress in making these choices, 
this report surveys the techno'ogies under re- 
search in the SDI and reports, as of early 1988: 

• which technologies might be available for 
each of the projected deployment phases; 

• what is known and what remains to be 
learned about the feasibility of develop- 



ing those technologies and manufactur- 
ing and deploying weapons based on them; 

• what can now be said about how surviva- 
ble against enemy attack space-based 
BMD systems themselves may be; and 

• what can now be said about the feasibil- 
ity of producing the computer software 
of the requisite performance and depend- 
ability. 

Most experts would agree that the techni- 
cal issues for BMD present severe challenges. 
Thus, in attempting to provide the above in- 
formation, this report identifies numerous 
demanding technical problems. The technical 
challenges to the SDI have been variously iu- 
terpreted: 

• From the point of view of SDI officials 
and contractors, questions of feasibility 
are challenges that the application of suffi- 
dent time and resources can overcome. 
They are working on most, if not all, the 
issues identified in this report. 

• In another view, the obstacles to effective 
BMD are great, and may not be overcome 
for several decades; nevertheless, the kind 
of research SDIO is sponsoring will have 
some long-term military and economic 
benefits for the United States whatever 
the SDI outcome. In addition research on 
BMD is uecessary to avoid technological 
surprise and to hedge against Soviet 
breakout from the Anti-Ballistic Missile 
(ABM) Treaty. 

• From a third point of view, the obstacles 
to accomplishment of the SDI's ultimate 
goals are no complex and so great that 
SDIO's kials are simply implausible. 
Therefore, although the United States 
should conduct some BMD research to 

avoid technological surprise and to hedge 
against Soviet break out from the ABM 
Treaty, research needed for other military 
or civilian purposes should be carried out 
under other auspices. 

OTA attempts in this report to present real- 
istically the available evidence about SDI fea- 
sibility. The reader must decide how optimis- 
tic or pessimistic the evidence should lead one 
to be and which approach to BMD research 
would be best for the nation. 

This summary organizes OTA's findings 
around the kinds of system designs, or "ar- 
chitectures," for the three phases that SDIO 
has recently been studying and discussing. It 
should be recognized, however, that, except for 
the first phase, these architectures are illus- 
trative, not definitive. They provide a means 
of thinking about and understanding how vari- 
ous BMD technologies might be integrated 
into working systems and in what time frames. 
Only the first represents SDIO's proposal for 
actual systems to develop and deploy. 

Table 1-1 outlines SDIO's suggested first 
phase of deployment; the time frame 1995-2000 
is strictly an OTA assessment of a very op- 
timistic but arguably plausible period for the 
beginning and completion of deployments of 
the various elements of the system phase. Ta- 
ble 1-2 outlines OTA's projections of the sec- 
ond and third phases of BMD deployment,- 
based on SDIO descriptions of the technologies 
it is researching. The overlapping time frames 
(2000-10 and 2005-15) reflect OTA assessments 
of very optimistic but arguably plausible 
periods for the beginning and completion of 
deployments of the various elements of each 
system phase. 

FIRST-PHASE TECHNOLOGIES AND SYSTEMS 
(OTA Estimates Approximately 1995-2000) 

Goals of a First-Phase System 

In the fall of 1986 SDIO and its contractors 
began to study options for "first-phase" de- 
ployment of BMD. They attempted to design 

systems that the Nation might select in the 
late 1980s for initial deployments in the early 
1990s. OTA estimates that as a practical mat- 
ter-given the development, manufacturing, 
mud space transportation needs-deployment 

niiMimUMJftM   fi #*^ ---* 
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Table 1-1.—SOIU's Phase One Space- and Ground-Based BMO Architecture 

Comporent Number Description Function 
First phase (approxlmataly 1995-2000): 
Battle Management Variable 

Computers 

Boost Phase 
Surveillance and 
Tracking Satellite 

Space-based Interceptor 
Carrier Satellite 

Probe 

or 
Space Surveillance and 

Tracking System 
or 

Space-based Interceptor 
Carrier Satellites 

Exo-atmospheric 
Interceptors (ERIS) 

Several at high altitude 

100s at several 100s of 
km altitudes 

10s 

10s 

100s 
1000s on ground-based 

rockets 

May be carried on sensor 
platforms, weapon platforms, 
or separate platicrms; ground- 
based units may be mobile 

Infrared sensors 

Each would carry about 10 small 
chemical rockets or "SBIs"; 
might carry sensors for 
tracking post-boost vehicles 

Ground-launched rocket-borne 
infrared sensors 

Satellite-borne infrared sensors 

Satellite-borne Infrared sensors 
Rocket booster, hit-to-kill 

warhead with infrared seeker 

Coordinate track data; control 
defense assets; select 
strategy; select targets; 
command firing of weapons 

Detect ballistic or ASAT missile 
launches by observing hot 
rocket plumes; pass 
information to tracking 
satellites 

On command, launch rockets at 
anti-satellite weapons 
(attacking BMD system), 
boosters, possibly PBVs. 

Acquire RV tracks, pass on to 
ERIS Interceptors 

Cued by satellite-borne or 
rocket-borne infrared sensors, 
home in on and collide with 
RVs in late mid-course 

SOURCE Oifice o( Technolooy Assessment. 1988 

-   ^ 

.   ! 

of the systems discussed could not begin un- 
til 1995 or later and would probably take at 
least until the end of the 1990s to complete. 

The first-phase options generally exclude 
space-based attack on Soviet reentry vehicles 
in mid-course (see table 1-1). While limiting the 
effectiveness of a BMD system, this omission 
eases the sensing, discrimination, and battle 
management tasks. 

Depending on the nature of the Soviet at- 
tack assumed, and depending on the effective- 
ness of Soviet countenneasures, the kind of 
system described by SDIO officials system 
might destroy anywhere from a few up to a 
nrodest fraction of the (now predicted number 
of) Soviet reentry vehicles in a full-scale attack. 
The SDIO has suggested such a system as only 
the first phase of what in the longer term would 
expand to a more effective system. However, 
the organization cites as "an intermediate mil- 
itary purpose" 

... denying the predictability of Soviet at- 
tack outcome and... imposing on the Soviets 
significant costs to restore their attack con- 
fidence. These first phases could severely re- 
strict Soviet attack timing by denying them 
cross-targeting flexibility, imposing launch- 
window constraints, and confounding weap- 
on-to-target assignments, particularly of their 
hard-target kill capable weapons. Such re- 
sults could substantially enhance the deter- 
rence of Soviet aggression.* 

SDIO officials assert that the military ef- 
fectiveness of the first-phase system would be 
higher than indicated by the percentages of 
reentry vehicles intercepted. They envisage a 
strate^ of "adaptive preferential defense." In 
this strategy, first the space-based layer of de- 
fense disrupts the structure of the Soviet at- 
tack. Then the ground-based layer defends only 
those U.S. targets of the highest value and un- 

•Ibid.. footnote 2, p. IH1. 

nl im^iia    i 
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Table 1-2.-0TA't Projections of Evolution of Ground- and Space-Baaed BMD Architecture 

Component Number Description Function 

Sacond phaaa (appmxlmataly 2000-2010) raplaea untphaaa eompenania end add: 
Airborne Optical 10s In flight Infrared sensors 

Syst3m (AOS) 

Ground-based Radars       10s on mobile platforms   X-band imaging radar 

High Endo-atmospheric     1000s 
Interceptors 

Rocket with infrared seeker, non- 
nuclear warhead 

Space Surveillance and    50-100 at few 1000s of      High-resolution sensors; laser 
Tracking Satellite ton. range-finder and/or Imaging 
(SSTS) radar tor ,lMr trackln0 °* 

objects; 

May carry battle management 
computers 

Each carries about 10 small 
chemical rockets or "KKVs"; 
at low altitude; lighter and 
faster than in phase one 

Atomic particle accelerator 
(parturber component of 
interactive discrimination; 
additional sensor satellites 
may be needed) 

Sensors to measure neutrons or 
gamma rays from objects 
bombarded by NPB; 
transmitters send data to 
SSTS and/or battle 
management computers 

Third phaaa (approximately 200S-211S), raplaea aacondphaaa eomponantaand aM: 

Space-based Interceptor 
Carrier 

Space-based Neutral 
Particle Beam (NPB) 

Detector Satellites 

1000s at 100s of km 
altitudes 

10s to 100s at altitude 
similar to SSTS 

100s around particle 
beam altitudes 

Ground-based Lasers, 
Space-based Mirrors 

i0s of ground-based 
lasers; 10s of relay 
mirrors; 10s to 100s 
of battle mirrors 

Several laser beams from each 
of several ground sites bounce 
off relay mirrors at high 
altitude, directed to targets by 
battle mirrors at lower 
altitudes   

Track RVs and decoys, pass 
Information to ground battle 
management computers for 
launch of ground-based 
interceptors 

Cued by AOS, track RVs as they 
enter atmosphere; discriminate 
from decoys, pass information 
to ground battle managers 

Collide with RVs inside 
atmosphere, but befcre RV 
nuclear detonation cuuld 
cause ground damage 

Track launched boosters, post- 
boost vehicles, and ground or 
•pace-launched ASATa; 

Track RVs and decoys, 
discriminate RVs from decoys; 

Command firing of weapons 

On comma d, launch rockets at 
anti-satellite weapons 
(attacking BMD system), 
boosters, PBVs, and RVs 

Fire hydrogen atoms at RVs and 
decoys to stimulate emission 
of neutrons or gamma rays as 
discriminator 

Measure neutrons or gamma 
rays emitted from RVs: heavier 
objecis emit measurable 
neutrons or gamma rays, 
permitting discrimination from 
decoys 

Attack boosters and PBVs 

SOURCE: Offit« of Technology AM«»»m*nt, 18S8. 

der attack by the fewest reentry vehicles re- 
maining after the winnowing by the space-based 
layer (see box 1-A). In this way, a meaningful 
fraction of a large set of "point targets" (e.g., 
missile silos or command posts) might be pro- 
tected. Such a strategy, however, would require 
successful discrimination of RVs und decoys 
by the first-phase system sensors—a technol- 
ogy that remains to be proven. In addition, the 

Soviets could counter the strategy if they could 
modify their current offensive systems and de- 
ploy substantial numbers of maneuvering reen- 
try vehicles. 

Figure 1-3 presents SDIO's description of 
how the phases of SDI deployment might satis- 
fy a spectrum of strategic goals. In evaluat- 
ing the desirability of the goal of enhancing 

:.. - , n-M-*,fMa\MHfM- **>/—-* > 
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Box 1-A. -Adaptive Preferential Defense 

The SDIO has proposed that a first-phase ballistic missile defense system (set table 1-1) employ a tactic 
of "adaptive preferential defense." If successfully executed, this fc.ctic could give an outnumber«*, defense 
some leverage against a large attadt. 

"Preferential defense" mean? defending only a selected set ot high-value targets out of a ttu< »r number 
of targets under attack, thus concert ating the defensive forces. In esse..«, some targets wr.alu U sacrificed 
to increase the chances of survival o* other». 

"Adaptive preferential def*= *" means deciding during ie course of the battle which targets jo üefend 
by adapting to the distribution of tb° attacking P Vs ("is-'te *t>rh<?flds) ihb survive career layers.*M aw. 
Of the high-vauue targets under attack, those with the L~es;   .V'S coming at them are defended urst. 

Two Layers of Defense 
A first-phas« Strategic De' .use. ystem (SDS) would in-'hide orb i ag iuf*r«.<>ptoi i ca" land-based intercep- 

tors. The orbiting ir'-ercep'oro would first destroy a small fraction «f the rising Soviet mwaik boosters end 
post-boost vehicle:. Since ;he £ JS could not a- this «tage predict the targets of the Soviet missiles, the defenje 
would not be preferem. 1: tartead. it would merely suoi -act at randc u some wa-ro:ads from the Soviet at-ack. 
Even if the Soviets had uütiaJly aimed the sar»e nur..„e of RV-i a» each target, sonw would uave been iatered 
out by the first layer of defense. 

Land-based rockets would carry other interceptors into spec« t-> d -at- oy RVs that surviv - * the ipace-basad 
attack. Tracking sensors would determine the targets of the RVs to within several kiloro--U- Battle manrg«- 
ment computers would determine which high-value targets were under attack by cnlyone;P. V o- .'<»• chground 
based interceptors against them firat, untü all were covered. Then the computes would determine which tar- 
gets were under attack by two RVs end assign interceptors to them, and so on. In this way, fe- • interceptors 
would be wasted defending t?rgeU that would later be destroyed an>way by addi' ontd. unrntercepted R^ s. 

A Simple Example 
Suppose, for example, that £000 RVs weie attacking 1000 targets, with 1 RV himed at each af 500 targets 

and 3 RVs aimed at each of another 500 targets. Assume that the defense had only IvOtJi mtortsptors (each 
with o 100 percent cheuc? of interception). If the lefense assigned mterc-vtors randomly to 1000 o. the 2000 
attacking RVs, abo-, 312 targets would be expected to survive (50 prrceat of those und« single-RV attack 
and 12.5 percent of those under 3-RV attack). But if it assigned 500 interceptors to defend the targets under 
a single-R v ~'.z-x- and then assigned 3 interceptors each to defend the next 166 targets, a total of 666 ^rgets 
might be saved. 

The SDI Case 
Analysts fw SDIO have concluded that a first-phase system applying this tactic could protect a useful 

fraction of selected U.S. targets against the kind of attack the Soviets are predicted to be able to carry out 
in the mid-1990s. 

Some Qualifying Considerations 
If feasible, an adaptive preferential defense would be suitable mainly for protecting fractions of redundant, 

sinele-aimpoint targets, such as missile silos, command posts, or other isolated military mstallations. Large- 
arel soft targets (such as cities or large military installations), would present so many potential aucpoints 
that defending. My. a third or a half of the aimpotots to a given area would be unlikely to assure survival 
of the that vea. In addition, the aimpoints that could be defended would be small enough that the blast and 
fires from exploring nuclear weapons would affect neighboring "soft" target areas. 

&>rioi-s questions also remain about whether SDIO's proposed phase-one BMD system could, to fact, suc- 
cessfully Bxecate a strategy cf adaptive preferential defense. In particular, if the infrared sensors of the track- 
toe system coold nci <uscrimtoate between Soviet RVs and decoys, many of the ground-launched mterceptors 
would be v.asted on decoys. And if the Soviets could deploy many maneuvering reentry vehicles duruigthe 
operational period of the first-phase defense system, the targets could not be accurately predicted and defended. 

/ 

I..-- / ' 
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deterrence by forcing modification of L "met 
attack plans, Congress should also be aware 
of the counter-arguments to that position: 

• Many believe that, given the awesome 
consequences of nuclear war for the So- 
viet Union as well as for the United States, 
deterrence does not require enhancement 
because the U.S. threat of nuclear retali- 
ation is already strong enough and can be 
kept so with timely strategic offensive 
modernization. 

• Soviet military planners already face oper- 
ational uncertainties, such as the unrelia- 
bility of some percentage of deployed 
missiles. 

• Other, less costly, more clearly feasible, 
methods of complicating Soviet attack 
plans, such as increased mobility for U.S. 
strategic forces, may be available. 

• A corresponding Soviet deployment of 
BMD would impose uncertainties and 
costs on U.S. retaliatory attack plans. 

The context for evaluating the goal of com- 
plicating Soviet attack plans changes, how- 
ever, if one accepts the point of view that it 
is only the first benefit on a long-term path 
toward "mutual assured survival." In OTA's 
view, figure 1-4 illustrates, somewhat more 
realistically than figure 1-1, the relative levels 
of defense capability over time to be expected 
from phased BMD deployments, assuming 
their feasibility. Whether or not initial capa- 
bilities could be sustained or improved upon 
depends on information not likely to be avail- 
able by the early 1990s. 

Figure 1-4.—OTA Understanding of Projected Roles 
of BMD Deployment Phases 

'/I 
■/< 

Development l / 
deployment    /    rk»a* 2 
decision^ 
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f    Phase 3 

\ 

Time 
SOURCE Office of Technology Aaseeemeni. i»68 

Technical Feasibility of 
Sensors and Weapons 

In a first-phase system, space-based inter- 
ceptors (SBI), also known as "hit-to-kill" or 
"kinetic kill" vehicles, would attack miss Je 
boosters and post-boost vehicles (PBVs), but 
not their dispensed reentry vehicles (RVs). The 
only mid-course interception would be near the 
end of that phase of missile trajectory by 
ground-based, exo-atmospheric interceptors. 

Boost-Phase Surveillance and Tracking System 
(BSTS) 

It appears feasible to develop by the mid 
1990s high altitude satellites that would tell 
lower altitude satellites, or possibly SBls 
themselves, where to look for rising missile 
boosters. Complex communications links among 
the satellites may be necessary to avoid enemy 
interference. 

Carrier vehicles ("garages") for space-based 
hit-to-kill interceptors could receive data from 
the BSTS and track the boosters and post- 
boost vehicles with ..heir own infrared sensors 
and laser range-finders. 

Space-Based Interceptors (SBI) 
A few hundred SBI carriers that would carry 

a few thousand kill vehicles (rocket intercep- 
tors) might destroy a modest fraction of So- 
viet missile warheads in the boost and post- 
boost phases. Such a system might be feasi- 
ble to deploy starting in the projected first- 
phase period, but questions of engineering and 
cost remain unresolved. For example, consid- 
erable miniaturization of components for pro- 
pulsion, guidance, and sensors would be needed 
to make a rocket fast enough to reach boost- 
ing missiles and light enough to be affordably 
launched into space. Recent progress toward 
such miniaturization appears promising. Sub- 
stantial testing of prototype weapons would 
be necessary to show system feasibility. Once 
these technologies were proven, the afforda- 
ble mass production of rocket-carrier vehicle 
systems for space deployment maintenance 
would remain a major challenge. 

i 
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Exo-atmospheric Reentry Interceptor System 
<ERIS) 

The Homing Overlay Experiment of 1984 
and subsequent development work suggest 
that it is feasible to design a ground-launched 
interceptor capable of homing in on objects in 
space under favorable conditions. Such weap- 
ons could make up an Exo-atmospheric Re- 
entry Interceptor System, or ERIS. More re- 
search, testing, and engineering remain to be 
done before the United States will know if the 
interceptor homing warheads can be produced 
cheaply enough to be affordable in large num- 
bers. The ERIS, however, is likely to be deploy- 
able before space-based BMD interceptors. 

Under study cue both space-based and ground- 
launched infrared sensor systems and ground- 
based radars to direct ERIS interceptors tc 
the vicinity of their targets. Both the satellite 
and ground-based pystems remain to ."»e devel- 
oped, tested, anc affordably produce. Up- 
graded versions of now existing ground-based 
radars might also provide initial tracking in- 
formation to the interceptors. 

Iik this first-phase architecture, the ERIS 
would rely on radars or on passive infrared 
detection aid tracking of potential targets. 
Whether or nat these sensors could adequately 
discriminate ftetween decoys and RVs dis- 
guised as decoys remains to be demonstrated. 
Without such discrimination, decoys could 
probably cause serious problems for this late 
mid-course layer of defense. Developing a decoy 
system like this is within Soviet capabilities. 
Even with good discrimination by external sen- 
sors, the homing sensor on the interceptor it- 
self would need to find the genuine RV if it 
were traveling within tens of meters of other, 
closely spaced objects. In general, many sci- 
entists and engineers working on the SDI have 
agreed that such countermeasures may well 
be feasible for the Soviets in the near term. 
However, both within and outside SDIO there 
is some dissent on the potential type, quality, 
number, and deployment times of Soviet coun- 
termeasures. 

There is widespread agreement that much 
more experimentation is needed on missile 

"penetration aids" such as decoys. Very little 
SDI money has gone to the design, construc- 
tion, and testing of penetration aids, although 
a full understanding of their potential and limi- 
tations would be key to developing and evalu- 
ating the effectiveness of a BMD system. 

Besides decoys, ERIS interceptors could 
face many other false targets, particularly 
those generated by debris from PBV activity, 
from intercepts made earlier in the boost phase 
by the SB Is, or from deliberate Soviet coun- 
termeasures. Warm objects in the field of view 
of the ERIS interceptor's sensors might dis- 
tract it from its target R V, even if it had origi- 
nally been correctly pointed toward the RV by 
a probe or Space Surveillance and Tracking 
System (SSTS) sensor. 

Software Feasibility 

In the first-phase system designs now un- 
der consideration for SDI, hundreds of satel- 
lites would have to operate automatically and, 
at the same time, coordinate their actions with 
those of other satellites. The battle manage- 
ment system would have to trark hundreds of 
' housands of objects and decide when and how 
tc attack thousands of targets with little or 
no human intervention. 

Among the most challenging software tasks 
for such a first-phase system would be design- 
ing programs for the largely autonomous oper- 
ation of hundreds of satellites. But even for 
ground-based components of the system, the 
number of objects, the volume of space, and 
the brevity of time would preclude most hu- 
man participation in battle management. Hu- 
mans would decide at what alert status and 
state of activation to place the system. Once 
the battle began, computers would decide 
which weapons to use when, and against what 
targets. 

A first-phase system would have the advan- 
tage of a simpler battle management problem 
than that of more advanced BMD systems. In 
particular, the space-based segment of the sys- 
tem would not attempt to track and discrim- 
inate among hundreds of thousands of mid- 

\ 



u 

course objects, or to assign weapons to any 
of them. The distribution of SSI carrier vehi- 
cles would be so sparse that the targets within 
its range would not be in the range of neigh- 
boring carrier vehicles. It could, for the most 
part, safely shoot at a target within its own 
range without the risk that some other vehi- 
cle had shot at the same target. Some coordi- 
nation among carrier vehicles would still be 
necessary because the continual relative mo- 
tion of carriers and targets would leave some 
ambiguities about which targets were most 
appropriate for each carrier to fire interceptors 
at. 

Although a first-phase system would have 
simpler tasks than a later system, its software 
would still be extremely complex. The nature 
of software and experience with large, complex 
software systems, including weapon systems, 
together indicate that there would always be 
irresolvable questions about how dependable 
BMD software was, and also about the confi- 
dence we could place in dependability esti- 
mates. Existing large, complex software sys- 
tems, such as the U.S. long-distance telephone 
system, have become highly dependable only 
after extensive operational use and modifi- 
cation. 

Extrapolating from past experience with 
software, it appears to OTA that the complex- 
ity of BMD, the uncertainty and changeabil- 
ity of the requirements it mu.*l meet, and the 
novelty of the technology it must control would 
impose a significant probability of software- 
induced catastrophic failure in the system's 
first real battle. The issue for SDI is the de- 
gree of confidence in the system that simula- 
tion» and partial testing could provide. SDIO 
officials argue that such tests will permit ade- 
quate confidence and that this issue is no more 
serious for the SDI than for all advanced mili- 
tary systems developed to date. 

Computer simulations would play a key role 
in all phases of a BMD system's life cycle Bat- 
tle simulations on a scale needed to represent 
realistically a full battle have not yet been at- 
tempted. Whether or not sufficiently realistic 
simulations can be created is a hotly debated 

question. In particular, it is difficult for OTA 
to see how real-world data could be gathered 
to validate simulations of the phenomena that 
must be accounted for, such as multiple enemy 
missile launches, nuclear explosion-induced 
backgrounds, and enemy choices of counter- 
measures. The differences between BMD soft- 
ware and previous complex software that is 
considered dependable suggests to some ex- 
perts that BMD software might never be able 
to pass even its peacetime tests. It should also 
be noted, however, that both the United States 
and the Soviet Union now bese deterrence on 
an offensive nuclear delivery system that has 
nev«r been operationally tested either. 

While the United States could not be cer- 
tain that a BMD system would work as in- 
tended, the Soviets could not be certain that 
it would not.' If they had at least some reason 
to believe the U.S. BMD system might be ef- 
fective, they might be more deterred from at- 
tacking than before. On the other hand, the 
United States would not wart to base a major 
change in its nuclear strategy on a BMD sys- 
tem in which it had little confidence. In the 
case of a first-phase system, whose effect on 
the strategic balance would be small anyway, 
the risk of software-induced system failure 
might seem acceptable. 

The SDIO sees software problems as chal- 
lenges to be overcome rather than as insur- 
mountable obstacles to effective BMD. It is 
supporting some software research intended 
to address the challenges. Others argue that 
the limitations of software engineering tech- 
nology and its relatively slow rate of improve- 
ment make it unlikely that dependable BMD 
software could be produced in the foreseeable 
future. Thus far, no new software engineering 
developments have appeared to contradict the 
latter view. 

Survivability of a First-Phase System 

The survivability of any BMD system will 
not be an all-or-nothing quality. The question 

TJnless they had high confidence in the potential effective- 
ness of a secretly deployed countTmeasure (perhaps a software 
bug planted by a saboteur programmer). 
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will be whether enough of a system's assets 
would survive for it to carry out its mission. 
The issue would then turn on whether the de- 
fense could make attacking the BMD system 
too costly for the offense, or whether the of- 
fense could make defending the BMD system 
to costly for the defense. (On the other hand, 
if the United States and the Soviet Union 
agreed to coordinate offensive weapon reduc- 
tions and defensive deployments, they might 
do much to ameliorate BMD survivabil'ty 
problems.) 

To protect satellites, the defense might em- 
ploy combinations of such techniques as eva- 
sive maneuver, tracking denial, mechanical 
shielding, radiation hardening, electronic and 
optical countermeasures, and shoot-back. Cate- 
gorical statements that these techniques will 
or will not make any BMD system adequately 
and affordably survivable are not credible. 
Judgments on specific cases would depend on 
the details of entire offensive and defensive sys- 
tems and estimates of the techniques and tac- 
tics that the opponent would employ. 

Space Mines 
A soace mine is a satellite that would trail 

another satellite and explode lethally either on 
command or when itself attacked. Space mines 
may or may not prove a viable threat to space- 
based BMD systems. Although nuclear space 
mines would be e very stressing threat, much 
more analysis would be needed to clarify the 
question of the viability of space mines. After 
repeated attempts to locate such analysis 
within the SDIO or among its contractors, 
OTA concludes that it has not yet been ade- 
quately performed. 

Anti-Satellite Weapons (ASATs) 

There is widespread agreement among ex- 
perts on Soviet military practices that the ini- 
tial Soviet response to U.S. BMD deployments 
would not be to try to develop and deploy sys- 
tems based on similar technology. They would 
instead attempt a variety of less sophisticated 
countermeasures. These might include exten- 
sions of their current co-orbital, pellet-warhead 
anti-satellite weapon (ASAT), or else a ground- 

launched nuclear-armed ASAT {or "DAN ASAT," 
for "Direct Ascent Nuclear Anti-satellite" 
weapon). 

The susceptibility of a BMD satellite sys- 
tem to degradation by DANASAT attack 
would depend on many complex factors, in- 
cluding: 

• the maneuvering and decoying capabil- 
ities and the structural hardness of the 
BMD satellites; 

• the precision and reaction time of Soviet 
space surveillance satellites; and 

• the speed, numbers, decoying capabilities, 
and warhead power of the DANASATs. 

Depending on target hardness, the radius of 
lethality of a nuclear warhead could be so great 
that the ASATs might need only inertial guid- 
ance (they need not home in on or be externally 
guided to the BMD asset). Thus they would 
not be susceptible to electronic countermeas- 
ures against homing sensors or command guid- 
ance systems. It appears that, at practical 
levels, maneuvering or radiation shielding of 
low-altitude satellites would not suffice against 
plausible numbers of rapidly ascending nuclear 
ASATs. 

There appears to be no technical reason v. hy 
the Soviets, by the mid-1990s, could not de- 
ploy DANASATs with multiple decoys among 
the nuclear warheads. Multiple decoys would 
likely exhaust the ability of the defenders to 
shoot back at the attack—unless extremely 
rapid discrimination of decoys and warheads 
were possible. It would be difficult to deny 
tracking of or to decoy near-earth satellites, 
especially large 3ensor platforms, if they were 
subjected to long periods of surveillance. If de- 
ployed while the satellites were under attack, 
satellite decoys would fi equently not have time 
to lure DANASATs far enough away from the 
real targets. 

If several SSTS satellites were a key element 
of a first-phase BMD system, they would be 
the most vulnerable elements. Otherwise, the 
most vulnerable elements of a first-phase BMD 
system would be the carrier vehicle satellites 
for the interceptors. The carrier vehicles, or 
CVs, as well as sensor satellites (BSTS and 
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SSTS) might e nploy combinations of various 
defense mechanisms against the ASAT threat. 
The SDIO argues that such combinations of 
measures potentially offer a high degree of sur- 
vivability to space-based BMD system com- 
ponents. 

For the near-term, however, no prototypes 
exist for carrier vehiebs with these character- 
istics; the issue for SDI is whether in the 1990s 
such satellites could be developed, produced, 
and deployed. The Soviets, on the other hand, 
have already demonstrated the ability to field 
DANASATs by deploying rapidly accelerat- 
ing, nuclear-armed anti-ballistic missiles near 
Moscow over 15 years ago and recently up- 
grading that system. Newer ballistic missiles, 
relying on mature technology, might also be 
adapted to this purpose. More advanced 
DANASATs appear feasible for the Soviets 
by the mid-1990s. 

DANASATs would be a stressing threat 
against first-phase BMD systems and could 
probably degrade severelv 1 he performance of 
such systems. The SDIO argues, however, that 
strong survivability nieas es in the defensive 
system could successfully counter this threat. 

The Soviets might also consider gradual at- 
trition of the system in "peacetime." They 
might use co-orbital, non-nuclear ASATs or 
ground-based laser ASAT weapons to take 
"potshots" at the carrier vehicles. 

Attack During Deployment 
Should the Soviets deem U.S. space-based 

BMD deployments to be sufficiently threat- 
ening to their national security, they might re- 
sort to attack before the system was fuUy de- 
ployed. Whether they waited for full deployment 
or not, in the first-phase architecture SBI car- 
rier vehicles would be so sparse that they would 
probably have only limited abilities to help de- 
fend one another, although each might to some 
extent defend itself. Other survivability meas- 
ures, however, might offer some protection. 

Attacks on Ground-Launched Systems 
Insofar as the ERIS ground-launched inter- 

ceptor relied on fixed, ground-based early warn- 
ing radars for launch-commit information, its 
effectiveness could be greatly reduced by nu- 
clear or jamming attacks on those radars. 

Use of Comparable Technologies 

Responses to threats from comparable So- 
viet weapon systems have not been defined by 
the SDIO or its contractors. Indeed, a work- 
ing assumption of SDIO research and analy- 
sis has been that the United States could and 
would maintain a consistent lead over the So- 
viet Union hi BMD technologies for the indefi- 
nite fnture. Because the Soviets lag in some 
of the technologies required for a space-based 
BMD system, it seems unlikely that they 
would attempt to deploy SBIs for BMD in the 
1990s. A more attractive option for them might 
be to deploy kinetic-kill vehicles as a defense 
suppression system rather than as a BMD 
system—a less difficult task. 

They could then choose orbital configura- 
tions designed to give their weapons temporary 
local numerical advantages over the U.S. BMD 
system. In a shoot-out between the systems, 
at a time of their choosing, the Soviets might 
then eliminate or exhaust those SBI carrier ve- 
hicles within range of a Soviet ICBM launch 
salvo. Effective non-nuclear ASATs would, 
however, require good space surveillance ca- 
pabilities. If a BMD system were to cohabit 
space with a competent defense suppression 
system (possibly embodying a lower technical 
capability), the side that struck first might 
eliminate the other. 

The fact that a lower level of technology 
would be needed for defense suppression than 
for BMD could drive a race to control access 
to space as soon as possible. For example, U.S. 
space-based ASATs might be needed to pre- 
vent Soviet ASAT deployments that could in 
turn interfere with U.S. BMD deployments. 

/ 
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SECOND-PHASE TECHNOLOGIES AND SYSTEMS 
(OTA Estimates Approximately 2000-10) 

Goals 

The goal of a phtse-two system would be to 
"enhance deterrence," first by imposing un- 
certainty on Soviet strategic attack plans, then 
by denying the Soviets the ability to destroy 
"militarily significant" portions of important 
sets of targets (such as missile silos or com- 
mand and control nodes) in the United States. 
As a result, the Soviets would retain the abil- 
ity to inflict massive damage ou the U.S. econ- 
omy and population, but would lack the ability 
to accomplish certain precise military objec- 
tives. At least, such denial should decrease 
whatever incentives may now exist for the 
Soviets to commit nuclear aggression (though 
analysts disagree on whether such incentives 
do now exist); at best, the Soviets might be 
induced to negotiate away their militarily ob- 
solescent missiles. 

If the Soviets believed they could restore 
their compromised military capabilities at an 
accept able price, they might attempt to do so 
by adding new offensive weapons and by at- 
tempting both active and passive countermeas- 
ures against the U.S. BMD system. Even if 
they did not believe they could recapture lost 
military capabilities, but only believed that 
they were in danger of losing any credible nu- 
clear retaliatory power against the United 
States, they might still attempt to employ 
BMD countermeasures. If, Lowever, they con- 
cluded that countermeasures would be futile, 
they might, as conjectured in the "SDI sce- 
nario," agree to mutual offensive arms reduc- 
tions as a way of containing the U.S. threat. 
In that case, BMD combined with effective air 
defenses might offer much higher levels of pro- 
tection of military and even civilian targets. 

Currently available BMD technology for 
nuclear-armed, ground-based interceptors would 
probably allow the United States to build a 
system that could deny the Soviets confidence 
in destroying substantial fn ctions of certain 

sets of hardened or mobile targets.' An SDI 
"phase-one," non-nuclear system may also be 
able to provide such protection. This is more 
likely to be the case if the defense could be con- 
figured to defend subsets of targets preferen- 
tially, and in such a way that the Soviets could 
not detect which targets were defended more 
heavily. Moreover, if the Soviets continued tc 
aim weapons at highly defended targets, they 
would have fewer weapons left over to aim at 
softer military and civilian targets. 

There is less evidence that the United States 
could deny the Soviets the ability to strike with 
high confidence at many other kinds of militar- 
ily valuable, but more vulnerable, targets. 
There are, however, many ideas and some 
promising technologies for pursuing this goal. 

Achieving the strategic goals of this land 
of system implies air defenses of comparable 
potential. Otherwise, except for the most ur- 
gent targets, the Soviets could shift strategic 
missions from ballistic to cruise missiles. 

Technical Feasibility 

Airborne Optical System (AOS) 
An airborne infrared sensor system would 

tell ground-based radars where to look for re- 
entering objects. Such a system appears tech- 
nically feasible during the 1990s. The infrared 
sensors, however, might be subject to confu- 
sion by high-altitude light-scattering ice crys- 
tals created as debrie reentered the atmos- 
phere, or by nuclear detonations intended to 
blind the system. 

Ground-Based Radar (GBR) 
Imaging radar systems would observe lighter 

decoys slowing down more quickly than gen- 

•Sse U.S. Congress, Office of Technolog} Assessment, Bal- 
listic Missile Defense Technologies, OTA-ISC-254 (Washing- 
ton, DC: U.S. Government Printing Office, September 1985), 
pp. 33-34. 
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uine RVs. Computers using this information 
would launch very high acceleration rockets 
(HEDl) with infrared homing sensors toward 
the RVs. Tests to date indicate that such ra- 
dars are feasible, but unresolved questions in- 
elude their susceptibility to interference from 
nuclear burst, to jamming by radio-frequency 
jammers on incoming warheads, to signal- 
processing overloads created by many simul- 
taneously reestering objects, and to deception 
by carefully designed RVs and decoys. 

High Endo-atmospheric Interceptor (HEDI) 

A rocket-borne high endo-atmospheric de 
fense interceptor would attack incoming RVs 
after they had begun to roenter the atmosphere. 

Because the rising interceptor's friction with 
the atmosphere would cause it to heat up, a 
cooled crystal window would have to protect 
its homing sensor. Experiments suggest that 
such windows are feasible, although research- 
ers have not yet established whether they could 
be rapidly mass-produced. 

Because the HEDI would have a limited "di- 
vert" capability, the sensor system would need 
to give it a very accurate target track. A rela- 
tively short-range ground-based radar, using 
the upper atmosphere as a discriminant against 
decoys, might be the easiest way to provide 
such a track. This tracking method, however, 
would restrict each interceptor to protecting 
a relatively small area. Intensive coverage of 
all U.S. territory would demand too many thou- 
sands of missiles. Instead, the HEDI mission 
would be to "mop up" small numbers of war- 
heads leaking through the earlier defensive 
layers. Thus the most useful mission for HEDI 
might be to protect specific, localized targets, 
such as ICBM silos. 

SDIO officials point out, however, that pas- 
sive infrared sensors or long-range radars may 
be able to discriminate between RVs and de- 
coys in space. Then the High Endo-Atmospheric 
Interceptor could be committed earlier and 
thus defend a much larger area. Nevertheless, 
in order to avoid the impression of providing 
a defense designed primarily to protect hard- 
ened strategic targets, rather than U.S. terri- 

tory in general, the SDIO elected to omit the 
HEDI and its associated sensors (AOS and a 
terminal imaging radar or TIR) from its 
proposals for a first-phase BMD system.* Tech- 
nically, however, initial deployments in the late 
1990s period appear plausiblu. 

SSTS and RV/Decoy Discrimination 

A phase-two system would add to the first- 
phase architecture dozens of space-based sen- 
sors that could accurately track thousands of 
RVs and decoys from the moment of their de- 
ployment from the PB Vs. Such sensors would 
require electro-optical focal planes of unprece- 
dented size, or high-resolution laser radar 
systems, and considerable signal processing 
ability. 

It seems likely that, by the time a substan- 
tial U.S. BMD system could be In place, the 
Soviets could deploy many reentry vehicle de- 
coys and RVs disguised as decoys. Unless 
these RVs and decoys could be destroyed on 
their boosters and post-boost vehicles, some 
means of distinguishing between them would 
have to be developed. Otherwise, the defense's 
ammunition would be quickly exhausted. 

In the terminal, "endo-atmospheric" phase 
of interception, the atmosphere might filter out 
all but the heaviest and most sophisticated de- 
coys. But too many reentering objects might 
overwhelm local defensive sensors and weap- 
ons. In sum, effective discrimination in the 
mid-course of ballistic missile trajectories 
would be necessary to a highly effective BMD 
system. 

One proposed technique for RV/decoy dis- 
crimination is a laser radar system that might 
observe the movements of RVs and decoys as, 
or after, they were dispensed from PB Vs. Sub- 
tle differences in the behaviors of the less mas- 
sive decoys might give them away. Conceal- 
ing deployments off PBVs or other tactics 
might counter this technique, but much re- 
search both on decoy technologies and space- 
borne laser radars will be needed to judge the 
potential of either. 

IX General James Abrahamson, personal communication to 
OTA staff, July 7, 1987. 
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Various methods of passive and active dis- 
crimination have been suggested, including 
multip'.« wave-length infrared sensors, laser ra- 
dar, and microwave radar. But if the Soviets 
could build sufficiently sophisticated decoys, 
differentiating decoys and RVs mighi be im- 
possible without some means of externally per- 
turbing alJ the objects being tracked and ob- 
serving differences in how they react to such 
perturbations. This technique is known us "in- 
teractive discrimination." 

So far there is no proven candidate system 
for the task of interactive discrimination. The 
program receiving the most funding has been 
the neutral particls beam (NPB). In this con- 
cept, a space-based atomic accelerator would 
fire high-energy neutral hydrogen or deuterium 
atoms at suspect objects. A sensor would then 
detect the neutrons or gamma rays emitted 
from heavier objects struck by the hydrogen 
atoms. A hundred or more NPB platforms, and 
perhaps several hundred sensor satellites, 
would be needed for a complete system. It may 
be more appropriate to consider such a sys- 
tem for a phase-three, rather than phase-two, 
BMD architecture. 

A space test of a subscale NPB platform was 
scheduled for the early 1990s, although recent 
budget cutbacks have made the experiment's 
status unclear. Key issues determining the fea- 
sibility of NPB systems will include cost, the 
rapid and precise ability to point the beams 
at thousands of objects in a few tens of min- 
utes, and the ability to gather and correlate 
the return information. 

Other interactive discrimination ideas in- 
clude, for example, space-based high energy 
lasers that would "tap" target objects. The 
greater recoil of lightweight decoys would give 
them away. 

Kinetic Energy Weapons 

Missile boosters that completed their boost 
phase in about 120 to 140 seconds—slightly 
faster than current modern ICBMs—would 
greatly reduce the effectiveness of rocket- 
propelled SBIs in the boost phase. They could 
still intercept post-boost vehicles. However, 

fast RV dispensing technologies could reduce 
kill in the post-boost phase. On the other hand, 
if such countermeasures had forced the Soviets 
to greatly reduce missile paylcads, mid-course 
discrimination might become easier: then the 
Soviets could only afford to deploy fewer, less 
sophisticated decoys. 7 viproved SBIs, even 
though ineffective aga nst boosters, could be 
useful in the mid-course. They would require 
long-wave infrared sensors for homing in on 
small, cold RVs. Alternatively, laser designa- 
tors on sensor satellites might illuminate RVs 
with light that SBI sensors could see and track. 

It seems likely that by roughly the period 
projected for the first phase ERIS (Exo-atmos- 
pheric Reentry Interceptor System) missiles 
could be refined to the specifications now en- 
visioned. Provided that the challenge of RV- 
decoy discrimination had been overcome, they 
would begin to provide an important layer of 
missile defense. If the discrimination problem 
could not be solved, ERIS interceptors would 
be of doubtful utility. If it could be solved, 
ERIS effectiveness in phase two would be 
much greater than in phase one. 

The question for HEDI in the phase-two 
period is whether the Soviets could deploy 
many maneuvering reentry vehicle:: to evade 
the system and sophisticated reentry decoys 
to deceive it. The more effective the earlier 
defensive layers might be, the less the Soviets 
could afford to use precious missile payload 
weights on heavier RVs and decoys. However, 
numerous, e\ en slightly, maneuvering rsentry 
vehicles, especially with depressed missile 
trajectories, could probably evade HEDIs un- 
less the interceptors were equipped with nu- 
clear warheads. 

Software Feasibility 

A phase-two BMD 3ystem such as envisaged 
here would need to account for hundreds of 
thousands (or more) of objects as they were 
dispensed into space. It would require a highly 
complex communications net for keeping track 
of all BMD space assets, boosters, PBVs, RVs, 
decoys, and space debris, then assigning weap- 
ons to intercept the selected targets. Concepts, 
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but so far no genuine designs, exist for "parti- 
tioning" the battle space into local networks 
of sensors and weapons (taking into account 
that different combinations of satellites would 
be constantly shifting in and out of given re- 
gions of space). 

In terms of sheer computing power, con- 
tinued advances seem likely to provide the 
processing capacities needed for advanced 
BMD. The most difficult hardware engineer- 
ing task will be to combine the qualities of high 
capacity and radiation hardness in space-qual- 
ified electronics. 

A BMD designed for boost, post-boost, mid- 
course, and terminal battle is likely to be the 
most complex system ever constructed. In 
OTA's judgment, there would be no precedents 
for estimating the likelihood of the BMD soft- 
ware system's working dependably the first 
time it was used in a real battle. Moreover, no 
adequate models for the development, produc- 
tion, test, and maintenance of software on the 
scale needed currently exist. The system's com- 
plexity, coupled with the need to automate the 
use of technologies previously unused in bat- 
tle, might result in unforeseen problems dom- 
inating the software life cycle. For example, 
large, complex systems that undergo contin- 
uous change sometimes reach states where new 
changes introduce errors at a greater rate than 
they remove errors. 

A BMD system—as has been the case with 
other strategic nuclear systems—could be 
tested only with computer simulations and 
some piecemeal hardware exercises. Further- 
more, no existing systems must operate au- 
tonomously (without human intervention) in 
the face of deliberate enemy attempts to de- 
stroy them. 

Whether the risks of catastrophic BMD fail- 
ure resulting from the inevitable software er- 
rors in a system of this magnitude would be 
unacceptable is a policy decision, not a techni- 
cal one, that the President and the Congress 
would ultimately have to make. They would 
have to weigh those risks against the perceived 
risks and benefits of not building a BMD sys- 
tem but deploying national resources else- 

where. As with a first-phase system, another 
consideration would be the likelihood that the 
Soviets could not be confident that the BMD 
system would not work as advertised, and that 
they might be deterred from trying to find out 
by attacking. (On the other hand, if the Soviets 
found a way to break into and tamper with the 
software system without U.S. knowledge, they 
might be confident that they could defeat it.) 

Phase-Two Survivability 

More advanced BMD systems would be de- 
signed and deployed with more advanced self- 
protection or survivability measures. Ground- 
launched, nuclear-armed ASATs (DAN ASATs) 
would continue to be a threat. The additional 
SBI carriers available after the year 2000, how- 
ever, could begin to provide mutual defense 
for one another, which would not be possible 
in the first-phase architecture. 

By that time, on the other hand, the Soviets 
could develop more advanced anti-satellite 
weapons and space surveillance sensor sys- 
tems. Most BMD weapon technologies for use 
in space or against targets in space are likely 
to achieve ASAT capabilities before they be- 
come applicable to BMD missions. 

Direct-Ascent Nuclear ASATS 

As with phase one, DANASATs would be 
particularly threatening to a "phase-two" sys- 
tem. The U.S. Space Surveillance and Track- 
ing System and any associated interactive dis- 
crimination platforms would now be primary 
targets for Soviet defense suppression attacks. 
Since many of these satellites would be at 
higher altitudes than the SBI garages, they 
would have more time to maneuver away from 
attackers. But they would also be heavier and 
therefore more fuel-costly to maneuver. They 
would be more difficult to shield against nu- 
clear »adiation. 

Space Mines 
The United States would have to consider 

the possibility of Soviet attempts to co-orbit 
nuclear or non-nuclear space mines with these 
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platforms as they were being deployed. Such 
"mining" might be carried concurrently with 
the deployment of the BMD system assets. 
System designers have proposed "keep-out" 
zones to keep potential attacking weapons out- 
side their lethal ranges. Whether the United 
States (or any power) could achieve this kind 
of dominance of near-earth space remains to 
be seen. In any case, very little analysis has 
as yet been carried out by the SDIO or its con- 
tractors on interim and long-term space-based 
threats to BMD systems. 

Comparable Technologies 

If the Soviets could develop technologies 
comparable to those of the United States, three 

might be of special concern. One would be ad- 
vanced space-based surveillance systems per- 
mitting better-timed, more accurate ASAT at- 
tacks. Second would be the development of 
space-based neutral particle beam weapons, 
which could be very effective anti-satellite 
weapons from great range. Third, even though 
laser weapons might not have achieved the 
power levels necessary for the BMD missions, 
laser ASATs could begin to pose substantial 
threats to U.S. space aspets. If only for i df- 
defense, the United States might have to con- 
sider deploying directed-energy ASATs in the 
phase-two architecture period. 

THIRD-PHASE TECHNOLOGIES AND SYSTEMS 
(OTA Estimates Approximately 2005-15) 

Goals 

In the SDI scenario, the first goal of a phase- 
three BMD system would be to sustain the ca- 
pabilities of the second-phase system as more 
advanced Soviet countermeasures came on 
line. Eventually, the system might achieve still 
higher levels of protection. As originally pre- 
sented by the Administration, the SDI was to 
identify a path to the "assured survival" of 
the U.S. population against nuclear attack. An 
intermediate step on this path would be to de- 
sign a BMD system that would make nuclear 
ballistic missiles "impotent and obsolete." In 
this scenario, the Soviets would then be con- 
fronted with the choice of negotiating away 
obsolescent missiles or engaging in a costly 
defensive-offensive arms race that would 
sooner or later leave their offensive missiles 
unable to penetrate U.S. or allied territory. Ei- 
ther way, in the end few or no nuclear ballistic 
missiles could reach U.S. territory.10 

1
 *SDIO reports to Congress make DO mention of "«ssured sur- 

vival," and ate as the ultimate objective of the SDI to "secure 
a defense-dominated strategic environment in which the U.S. 
and its allies can deny to any aggressor the military utility of 
ballistic missile attack/'SDIO, op. dt, footnote 2, p. H-ll. Other 
SDIO documents, however, do still refer to the goal of "mutu- 
ally assured survival" (see figure 1-3). 

As with a second-phase system, extremely 
effective air defenses would be an essential 
complement to an extremely effective BMD 
system. And, as with earlier phases, deep re- 
ductions in offensive forces (by arms control 
agreement) could increase the effectiveness of 
the system. 

Technical Feasibility 

Directed-Energy Weapons 
Directed-energy weapons for boost-phase in- 

terception are still far in the future. It is un- 
likely that confidence in their feasibility could 
be established by the early 1990s even with 
requested SDIO budgets. OTA judges that ex- 
perimental evidence of the feasibility of BMD 
directed-energy weapons (DEW) is at least a 
decade away." It is extremely unlikely that 
confidence in DEW could be established in the 
next several years, given continuation of the 
actual appropriation pattern. 

"A similar conclusion was reached by a committee of the 
American Physical Society in 1987. Science and Technology of 
Directed Energy Weapons: Report of the American Physical 
Society Study Group (April 1987), p. 2. 
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Ultimately however, directed-energy weap- 
ons may be necessary to intercept long-range 
ballistic missiles and direct-ascent ASAT 
weapons in the boost and post-boost phases. 
If the Soviets could, over 15 or 20 years, de- 
velop and begin to deploy very fast-burn, laser- 
hardened boosters with single (or few) war- 
heads (and associated decoys) and if they de- 
ployed those boosters at concentrated launch 
sites, the burden even on directed-energy weap- 
ons would be great. In that case, the time avail- 
able for attacking each booster might be so 
short as to drive very high the requirements 
for power levels, retargeting speed, and num- 
bers of directed-energy weapons. (However, 
PBVs would continue to be vulnerable to 
DEWs.) 

Fast-burning Soviet boosters appear tech- 
nically plausible—the main issue would be cost. 
The Sovifcts would have to deploy enough of 
these boosters to continue to deliver hundreds 
of thousands of RV decoys into the mid-course, 
and they would have to be aware that, for ex- 
ample, if U.S. DEWs achieved significant im- 
provements in retargeting time, they might 
neutralize a good fraction of the Soviets' ex- 
pensive fast-burning fleet. 

Although some work has continued on chem- 
ical lasers, and proposed future budgets would 
increase the share going to them, most SDI 
laser funding in 1987 went to the free electron 
laser (FEL). The most likely way to deploy such 
lasers would be on the ground, with orbiting 
relay and battle mirrors to focus last r beams 
on Soviet boosters and PBVs. Scientists have 
made significant progress in FEL research, but 
they are a long way from having established 
the feasibility of a weapon. The SDIO has 
sponsored construction of laboratory versions 
of FELs and plans a major test facility at 
White Sands Missile Range. Among the out- 
standing issues to be studied with these ex- 
perimental lasers are whether FELs can be 
made bright enough at useful wavelengths and 
the feasibility of optical techniques for success- 
fully passing very high energy laser beams out 
of and back into the atmosphere. Other out- 
standing issues include: whether large, agile 
beam directing optics can be affordably man- 

ufactured and reliably based in space; the cost 
of building and maintaining several large la- 
ser ground station complexes; and the surviv- 
ability c: space mirrors and ground stations 
against defense suppression attacks. 

Other directed-energy concepts are under 
consideration. Neutral particle beams (NPBs), 
which do not penetrate the atmosphere, might 
engage those missile boosters and PBVs that 
operated above about 120 kilometers. Ad- 
vanced booster and warhead dispensing tech- 
nologies, however, might evade NPBs. (Unlike 
most lasers, however, NPBs could penetrate 
and destroy reentry vehicles in the mid-course.) 
Another directed-energy weapon may be the 
nuclear-explosion pumped x-ray laser, which 
also could not penetrate far into the atmos- 
phere. For various reasons, the x-ray laser 
appears more promising as an anti-satellite 
weapon than as an anti-missile weapon. 

Software Feasibility 

If an interactive discrimination system were 
added in the phase-two architecture, the phase- 
three architecture would not pose significantly 
different software challenges and prospects 
from the second phase. The very fine pointing 
and tracking needed for laser weapons could 
impose significant additional computing re- 
quirements on sensors. 

As time went on, Soviet defense suppression 
threats—weapons aimed at the BMD system 
itself—could grow more intense. The additional 
burdens of self-defense for the BMD system 
against advanced ASAT threats would add to 
the complexity of software requirements. The 
challenges to producing dependable software 
cited above would persist in phase three. 

Phase-Three Survivability 

If large directed-energy weapon platforms 
were deployed in space (whether these were la- 
ser generators with beam directors or only re- 
lay and battle mirrors for ground-based lasers), 
they would themselves become prime high- 
value targets for defense suppression attacks. 
Unless they were powerful enough to be de- 
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ployed at rather high altitudes, they would 
have a difficult time either denying tracking 
to enemy sensors or maneuvering out of the 
way of attacks. They would probably have to 
defend themselves (and one another) as well 
as depend on "escort" interceptors. Third- 
phase direc ted-energy weapons systems could 
be survivabl; against the current or first-phase 
Soviet DANASAT threat; the question is, 
would they be survivable against a later 
DANASAT threat that might be in place by 
the time the directed-energy weapons were de- 
ployed? 

DirectedvEnergy ASATs 
Long before directed-energy weapons such 

as lasers or particle beams achieve the capa- 
bilities they would need as BMD weapons, they 
could be effective anti-satellite weapons. Anti- 
satellite laser weapons, if placed in space be- 
fore more capable BMD laser weapons, might 
successfully attack the latter as they were be- 
ing deployed. 

In some cases, such as the nuclear bomb- 
pumped x-ray laser, the most likely applica- 
tion of an advanced directed-energy weapon 
would be as an ASAT. What little analysis has 
been done so far indicates that x-ray laser 
ASATs launched from the ground to fire from 
the upper atmosphere would be difficult, if not 
impossible, to counter. However, +!ie feasibil- 
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ity of x-ray laser weapons remains to be dem- 
onstrated. 

Soviet Possession of Comparable Technologies 

As one attempts to project various combi- 
nations of survivability techniques and vari- 
ous modes of anti-satellite attack into the far 
term, the situation becomes even hazier. It 
does appear that two DEW ballistic missile 
defense systems occupying space could pose 
risks of crisis instability. The side that struck 
first in a simultaneous attack on all the other's 
DEWs might teize an advantage. Much would 
depend on each side's tactics and its ability 
to jam, spoof, or disable the sensors on the 
other side. At best, each side might neutralize 
the other's BMD system, leaving both defense- 
less but with nuclear retaliatory capabilities 
(as is the case today). At worst, the side strik- 
ing first might unilaterally neutralize the 
other's BMD (and other military space assets), 
leaving him open to nuclear blackmail. Mutual 
fears of this possibility might lead to crisis in- 
stability. 

On the other hand, if the two sides could de- 
fine precisely balanced deployments and rules 
for ensuring the mutual survivability of their 
systems, and then arrive at verifiable arms 
control agreements providing for them, they 
might avoid such instability. 

IMPORTANT GENERAL ISSUES 
Costs 

Some experts is space systems argue that 
the major cost driver of space-based BMD 
would be the manufacture of hundreds or thou- 
sands of novel, yet highly reliable, spacecraft. 
The SDIO suggests that its research into new 
production techniques would result in substan- 
tially reduced costs. Until such techniques 
have actually been demonstrated in practice, 
this suggestion will be difficult to verify. 

In any case, space transportation cost would 
be E major challenge. The SDIO has spoken 

of ultimately requiring launch operating costs 
one-tenth those existing today (not counting 
the costs for development of such a system). 
For the nearer term (late 1990s) the goal ap- 
pears to be a threefold operating cost reduc- 
tion. For the very near term, planners are be- 
ing told to derign systems that could evolve 
into less costly ones, but there is little expec- 
tation of immediate first-phase savings. 

Components today are conceptual, so relia- 
ble cost estimates are not possible. Efforts to 
improve "producibility" and operations costs 
for SBIs, ERIS, and HEDI are also conceptual 
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System architects' estimates put the costs 
of designs comparable to the second-phase ar- 
chitecture in the low hundreds of billions of 
dollars. Given that the United States would 
have to engineer, build, and deploy entirely new 
classes of space systems, cost estimates today 
are shaky at best. For any given component, 
unanticipated difficulties might increase costs, 
or technical breakthroughs might decrease 
costs. The SDIO has produced a rough esti- 
mate for the cost of a nhase-one system: $75 
billion to $150 billion/ 

Phase-three architectures are now so loosely 
defined and understood that few if any con- 
tractor cost estimates exist. 

Nobody now knows how to calculate, let 
alone demonstrate to the Soviets, the cost- 
exchange ratio between offense and defense. 
Detailed defensive system designs and a 
thoroughly researched understanding of po- 
tential offensive countermeasures may help. 
But unless the ratio appears obviously to be 
much greater than one-to-one, it will be ex- 
ti emely difficult to determine whether the cri- 
terion of "cost-effectiveness at the margin" 
has been met by any proposed BMD system. 
At least in the first phase, it appears that the 
Soviets would have a strong incentive to add 
missiles, warheads, and countermeasures to at- 
tempt to restore their strategic nuclear capa- 
bilities. The question would be whether the 
Soviets were persuaded that in the long run 
the defense system would evolve into one that 
cost less per Soviet RV destroyed." 

Timing and Evolution 

The. Strategic Defense Initiative Organiza- 
tion (SDIO) has not pursued the SDI as an 
open-ended research program to be concluded 
only when a certain level of knowledge was at- 
tained. Instead, the research has been strongly 
oriented toward trying to provide the basis for 

'"This discussion does not address whether the Soviets would 
accept the cost/exchange ratio criterion for their own decisions 
or whether they might simply do their best at improving their 
offense and hope the United States might not follow the ensu- 
ing offensive-defensive arms race through to its expensive con- 
clusion. 

an "informed decision" on BMD full-scale engi- 
neering development by the early 1990s (the 
exact year, although it appears widely in the 
press, is classified). Nevertheless, implied in 
the SDI program was that whatever informa- 
tion might be available by the early 1990s, 
proposals for deployment would be offered. 

Congress, however, has not funded the SDI 
at the level that the SDIO asserted was nec- 
essary to permit an informed decision about 
such proposals by the early 1990s. Nevertheless, 
by cutting back parallel technology programs 
and longer-term research while preserving pro- 
grams believed to have near-term promise, the 
SDIO has attempted to maintain the goal of 
making detailed deployment proposals by only 
1 year later than the appointed date. 

In late 1986 and in 1987 the SDIO began 
developing the "phase-one" BMD system ar- 
chitecture described above. In its 1987 annual 
report to Congress, the SDIO said that its 
study of the first phase of a phased deploy- 
ment "... does not constitute a decision to de- 
ploy. Such a decision cannot be made now."1* 
OTA concurs. First, the required space trans- 
portation system is unlikely to be available for 
early 1990s deployment. Second, the reduc- 
tions in SB I weights essential to deploying sig- 
nificant numbers of effective weapons are not 
yet available. Third, the U.S. aerospace indus- 
try would have to engineer, mass produce, and 
deploy entire new classes of satellite systems. 
Fourth, cost estimates for all these steps today 
are shaky at best. The SDIO does argue that 
the first-phase option would lay the ground- 
work for the deployment of subsequent phases. 
This could be true if the subsequent phases 
were in fact known to be feasible, affordable, 
survivable, and cost-effective at the margin— 
and if the first-phase system retained some ca- 
pability against a responsive Soviet threat. 

Every part of the complex development, pro- 
duction, and deployment scheme would have 
to work well and on schedule. Otherwise, the 
Soviets could be well on the way to neutraliz- 
ing the first-phase architecture before it was 
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"SDIO. op. tit, foot note 2, p. IMO. 
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fully in place. Countermeasures could have 
greatly degraded SB I capabilities. For exam- 
ple, as the booster rocket burning times of So- 
viet missiles decreased (a process already 
occurring as the Soviets move to solid-fueled 
boosters), fewer SBI's could reach the boosters 
before their post-bvX)st vehicles had separated 
and begun to dispense reentry vehicles and 
decoys. New post-boost vehicles, which would 
in any case be harder to track and hit than 
boosters, could also dispense their payloads 
more rapidly. Without altering their rocket 
technologies, the Soviets could concentrate 
their ICBM bases so that fewer SBIs would 
be in range when many ICBMs were launched 
at once (that is, the "absentee ratio" would be 
higher). While the Soviets would not find all 
such countermeasures cheap and easy, one 
should compare their cost and difficulty to 
those of developing and deploying a vaat new 
space-based BMD system. 

Adding more SBIs to the BMD constella- 
tion would allow attacks on more boosters, but 
the numbers of SBIs needed would become in- 
creasingly prohibitive as the Soviet ICBM 
force evolved. On the other hand, if the Soviets 

could not soon rednce the burn-times of their 
post-boost vehicles, SB I effectiveness might 
endure for scne time—assuming that the first- 
phase SB I infrared sensors could effectively 
home in on the colder PBVs. 

Although a phase-one architecture may be 
presented to Congress as the first step of a 
"phased deployment," research on the later 
phases is far frcm dsmonstrating that those 
succeeding phases will be feasible, affordable, 
and compatible with firs'-phase systems. The 
feasibility of fully trustworthy battle manage- 
ment software systems may never be entirely 
demonstrable. The feasibility of directed-en- 
ergy weapons and interactive discrimination 
systems remains to be demonstrated, and per- 
suasive evidence one way or the other will prob- 
ably not be available until after 1995. The fea- 
sibility of a new, post-2005 generation of Soviet 
fast-burn boosters that could stress even di- 
rected-energy weapons remains plausible and 
cannot be discounted. 

Thus a "phased deployment" in which only 
the first phase was shown to be feasible would 
not necessarily be able to evolve and adapt to 

Figur« 1-5.—SDIO Proposal for Development and Deployment 
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a responsive Soviet threat. The SDIO plan calls 
for completing "demonstration and validation" 
of phase-two concepts before actual produc- 
tion and deployment of phase one. Therefore, 

• commitment in the early 1990s to a phcse- 
one development would imply confidence 
that phases two and three will ultimately 
prove feasible, and 

• commitment in the mid-1990s to phase-one 
deployment would require sui act of faith 
that phase three would prove feasible. 

Otherwise, depending on how long deploy- 
moat actually took and how effective the So- 
viet response was, either the first- or second- 
phase systems could be reduced to only mod- 
est effectiveness or impotence even befo,-e de- 
ployment was completed. 

SDIO officinls and contractors have sur- 
mised that the technologies needed to main- 
tain and extend the defensive capabilities of 
first- and second-phase systems into the far- 
ther term will in fact become available. If a 
continuing, vigorous research and develop- 
ment program produced the necessary tech- 
nologies, and if Soviet offensive developments 
could not keep pace, the first-phase concept 
might evolve into a more advanced BMD sys- 
tem. If the Soviets responded to the SBI sys- 
tem by developing faster-burning PBVs that 
could carry only much reduced payloads, then 
the ultimate task of discriminating RVs and 
decoys in the mid-course could be greatly sim- 
plified. (This conclusion assumes that the 
Soviets could not afford at the same time to 
double the size of their missile fleet.) The 
United States could add sophisticated SSTS . 
satellites and SBIs with improved sensors. If 
Soviet decoys were few enough and simple 
enough, the sensor satellites m>?ht be able to 
track and discriminate RVs and decoys in mid- 
course, thus allowing improved hit-to-kill weap- 
ons to attack RVs individually after they were 
dispensed. Or, interactive discrimination tech- 
niques might turn out to make RV/decoy dis- 
crimination feasible. 

OTA concludes that, if shown to be techni- 
cally feasible and desirable, second-phase sys- 
tem production and deployment could not be- 

gin until around the year 2000 or be completed 
much before 2010. Soviet counter-measures 
coming into deployment by then could include 
more missiles, advanced RVs (possibly includ- 
ing maneuvering RVs or "MaRVs") and de- 
coys, faster rocket boosters and post-boost ve- 
hicles, concentrated launch-sites for boosters, 
and advanced anti-satellite weapons. The util- 
ity of space-based SBIs for boost-phase inter- 
ception would then be severely limited. De- 
pending on whether and when the Soviets 
could field faster-dispensing PBVs, the SBIs 
might be of some utility for PBV interception. 
Overall system effectiveness, however, would 
probably depend heavily c*t how well the mid- 
course discrimination challenge had been met. 

If the Soviets developed high-payload, fast- 
dispensing PBVs, the United States might 
have to add laser weapons to the defense sys- 
tem to increase boost- and post-boost inter- 
cepts to reduce the mid-course discrimination 
burden. As is noted below, however, even this 
step might not suffice. 

As of 1983, three uncertainties about the via- 
bility of a second-phase system especially 
stand out: 

1. evidence demonstrating effective and af- 
fordable technology for discriminating So- 
viet nuclear warheads from decoys will 
probably not be available before the mid- 
1990s, if then; 

2. a follow-on, directed-energy BMD system 
would be needed to restore or maintain de- 
fense effectiveness once faster-burning 
boosters were able to evade SBIs; but 
directed-energy weapons for BMD may or 
may not be technically feasible; such fea- 
sibility is very unlikely to have been de- 
termined by the early 1990s; if the Soviets 
were able to field a few thousand very fast- 
burning boosters with one warhead and 
several decoys each, even directed-energy 
weapons might not suffice to maintain a 
high level of defense effectiveness; 

3. the survivability of a space-based system 
itself against a defense suppression attack 
by Soviet weapons likely to be available 
after the year 2000 may not have been de- 
termined by the early 1990s. 
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Ballistic missile defense deployments of du- 
bious long-term effectiveness could stimulate 
the Soviet Union to offensive countermeasures 
and weapon deployments rather than to nego- 
tiations to reduce mutual offensive threats. 

Competition in Anti-satellite Weapons 

As noted above, the technologies applicable 
in exo-atmo8pheric weapons are, in most cases, 
liable to be applicable in ASAT weapons be- 
fore they are applicable in BMD. Thus there 
will be pressures, from the milita'-y establish- 
ments on both sides to field such weapons as 
they become feasible, whether or not they 
prove to have BMD potential. For example, 
the first mission for snace-based SB Is may be 
as defensive satellites, or DSATS, to protect 
the BMD system as it is being deployed. Space 
lasers may be attractive ASATs and DSATs 
whether they are adopted as BMD weapons 
or not. Neutral particle beam discriminators 
could be powerful ASAT weapons. If the nu- 
clear-pumped x-ray laser can be developed as 
a weapon—which is far from proven—its most 
promising application may be as an ASAT. No 
credible answer to the x-ra.;/ laser as a BMD 
suppression weapon has been developed. 

As the United States or the Soviet Union 
began to deploy subtantial numbers of BMD 
weapons on the ground or in space, these weap- 
ons would greatly increase the anti-satellite 
threat to the other's space assets. (Space-based 
weapons themselves would, of course, be among 
those space assets.) Neither side is liable to per- 
mit the other the kind of unilateral control of 
space that such unchallenged ASAT capabil- 
ities would provide. Therefore, in the absence 
of arms control agreements to the contrary, 
we should expect from the beginning of BMD 
space deployments an intense competition be- 
tween the superpowers for control of near-earth 
space. 

A frequently proposed survivability meas- 
ure lor U.S. space-based BMD assets is the en- 
forcement of keep-out zones against any po- 
tentially threatening Soviet satellites. Whether, 
when, and how the Soviets might challenge 
such assertions of U.S. exclusionary zones in 
space has not been analyzed by those propos- 
ing this tactic. Indeed, the whole question of 
the mutual occupation of space by weapons 
of comparablt capability has not yet been ade- 
quately addresbed by SDIO or its contractors. 
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Chapter 2 

Introduction 

ORGANIZATION OF THIS REPORT 
This report identiGes questions to be an- 

swered before the technical feasibility of 
achieving the goals set for the Strategic De- 
fense Initiative (SDI) can be determined. The 
report also offers a snapshot of how far re- 
searchers have come toward answering these 
critical questions and how much remains 
unknown. 

Chapter 1: Summary 

Chapter 1 summarizes and explains the prin- 
cipal findings of this OTA study. 

Chapter 2: Introduction 

This introductory chapter devotes consid- 
erable attention to goals for the SDI, since this 
subject continues to be a source of confusion 
and debate in the country. Various leaders in 
the Administration and in Congress have at 
one time or another emphasized different goals, 
and which goals will ultimately prevail remains 
uncertain. Clearly, some goals would be eas- 
ier to reach than others. This discussion does 
not include a critical analysis of the goals nor 
does it attempt to resolve the debate about 
them. Instead, this chapter tries to provide a 
context for the issues of technical feasibility. 

Chapter 3: Designing a Ballistic Missile 
Defense (BMD) System: Architecture 

and Trade-off Studies 

To assess the feasibility of a potential BMD 
system, the United States needs to know both 
what the system's elements and the system 
as a whole might look like. To this end, the 
Strategic Defense Initiative Organization 
(SDIO) has awarded a series of contracts to 
several teams of defense companies to try to 
define some candidate "system architectures" 
for BMD. Drawing on these studies, SDIO syn- 
Note: Complex definitions of acronyms and initialisms 

are listed in Appendix B of this report 

thesized its own "reference architecture" to 
help SDI researchers understand the require- 
ments that the technologies being developed 
eventually must meet. 

Late in 1986 and ir the first half of 1987, 
system architecture analysis was in a state of 
flux as SDIO instructed its contractors to con- 
ceptualize the early stages of a BMD deploy- 
ment. In mid-1987, the SDIO proposed a first- 
phase architecture to the Defense Acquisition 
Board and in September the Secretary of De- 
fense approved a program of "demonstration 
and validation" for this architecture. The proc- 
ess of evolving system architecture analysis 
and design is likely to continue throughout the 
life of the program and into the period during 
which defenses are actually deployed, if they 
are. There should be continuing feedback be- 
tween system designers and technology devel- 
pers, balancing the desirable and the possible. 
This chapter introduces that process, discusses 
its importance, and describes where it has led 
so far. 

Chapter 4: Status and Prospects of 
Ballistic Missile Defense Technologies, 

Part I: Sensors 

Chapter 5: Status and Prospects of 
Ballistic Missile Defense Technologies, 
Part II: Weapons, Power, Communication, 

and Space Transportation 

These chapters are organized as reference 
works on several of the key technologies un- 
der research in the SDI program—describing 
them, surveying the requirements they must 
ultimately meet, and reporting their status (in- 
cluding key unresolved issues) as of early 1988. 
The chapters also examine the requirements 
for combining those technologies into work- 
ing components of a BMD system, with em- 
phasis on the kinds of components needed for 
recent SDIO "reference architecture" formu- 
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lations. Chapter 4 reviews technologies for 
finding, tracking, and pointing weapons at mis- 
sile boosters, post-boost vehicles, and reentry 
vehicles and for discriminating between gen- 
uine targets and decoys. Chapter 5 reviews the 
weapon technologies for delivering lethal doses 
of energy (kinetic or electromagnetic) to tar- 
gets. It also addresses the key technologies of 
space transportation, communication, and 
power supplies for space assets. 

Chapter 6: System Development, 
Deployment, and Support 

If BMD is to play a role in U.S. national 
strategy, the technologies described in the pre- 
vious chapters must be incorporated into work- 
ing weapon components. Those components 
must be integrated into effective weapon sys- 
tems that are affordable, maintainable, and 
adaptable over time to possible adversary re- 
sponses. By focusing on some particularly chal- 
lenging issues, such as the development and 
engineering of a space-based space surveillance 
system and the logistics of space transporta- 
tion, chapter 6 attempts to give an apprecia- 
tion of the steps involved in these processes. 

Chapter 7: System Integration and 
Battle Management 

With variations on SDIO's reference ar- 
chitecture for a BMD system as models, this 
chapter shows how the various components of 
such a system would have to work together 
to intercept a ballistic missile attack in its sev- 
eral phases. The chapter attempts to give an 
appreciation of the complexities of integrat- 
ing BMD system components into a quickly 
reacting system. It doe? so by presenting an 
overview of the tasks a BMD system would 
have to perform and examples of how it would 
perform them. It a\so examines the concept 
of BMD bat Lie management and the i oles of 
humans and computers in such a battle. 

Chapter 8: Computing Technology 

Computers would be crucial to any BMD 
system, from simulation testing of theoreti- 

cal designs, through operation of most of the 
hardware, to management of the battle. Chap- 
ter 8 focuses on the roles of computers in BMD 
and on the computation capabilities needed to 
satisfy SDI requirements. Computing technol- 
ogy encompasses both hardware and software. 
This chapter, however, emphasizes hardware 
questions while chapter 9 focuses on software. 

Chapter 9: Software 

The legislation mandating this study in- 
structed that it include an analysis of the fea- 
sibility of meeting SDI software requirements. 
Chapter 9 examines the question of whether 
the complex computer programs that BMD 
will require could be made sufficiently depend- 
able. It analyzes the concepts of software trust- 
worthiness and reliability, as well as other 
important software issues. It compares re- 
quirements and characteristics of BMD soft- 
ware to existing, trusted software systems. 
The chapter ends with conclusions about the 
prospects for producing trustworthy software 
for the SDI. 

NOTE: Chapters 10,11, and 12 are now avail- 
able only in the classified version of this 
report. The descriptions here are for 
reference. 

Chapter 10: Nondestructive 
Countermeasures Against Ballistic 

Missile Defense 

Ballistic missile defense systems must be de- 
signed to cope with the kinds of countermeas- 
ures the Soviets might deploy against them. 
These include modified or new ballistic mis- 
siles, devices intended to make reentry vehi- 
cles harder to find or shoot at, and weapons 
that could attack the BMD system. This chap- 
ter examines the first two types of counter- 
measure, while chapter 11 describes the lat- 
ter, or "defense suppression" technologies and 
their counters. Estimates of physically possi- 
ble countermeasures must be refined by esti- 
mates of what is technically, economically, and 
strategically feasible for the Soviet Union. The 
chapter concludes with a review of the tech- 

MttMfci IHWffrT'HM MUUUM 



I 
33 

nologies that might provide responses to the 
potential Soviet countermeasures. 

Chapter 11: Defense Suppression and 
System Survivability 

The legislation instructing OTA to carry out 
this study placed special emphasis on the sur- 
vivability of an SDI-produced BMD system 
in the face of an enemy attack on the system 
itself. The chapter reviews the technologies 
that might be applied to defense suppression 

and the technologies and tactics that might 
counter them. 

Chapter 12: Defense Suppression 
Scenarios 

In a variety of "scenarios," chapter 12 iden- 
tifies the most stressing attack threats that 
various BMD elements would be likely to face 
and the methods a BMD system might use to 
defend itself, actively or passively. 

THE GOALS OF THE STRATEGIC DEFENSE INITIATIVE 
According to the Strategic Defense Initia- 

tive Organization in 1986: 

The goal of the SDI is to conduct a program 
of vigorous research and technology develop- 
ment that may lead to strategic defense op- 
tions that would eliminate the threat posed by 
ballistic missiles, and thereby: 

• support a better basis for deterring ag- 
gression, 

• strengthen strategic stability, and 
• increase the security of the United States 

and its Allies. 
The SDI seeks, therefore, to provide the 

technical knowledge required to support an in- 
formed decision in the early 1990s on whether 
or not to develop and deploy a defense of the 
U.S. and its Allies against ballistic missiles.' 

What does the phrase, "eliminate the threat 
posed by ballistic missiles," mean, and how 

'Strategic Defense Initiative Organization, Report to the Con- 
gress on the Strategic Defense Initiative, June 1986, p. IV-1. 
In its 1987 report, SDIO dropped "in the early 1990s" from 
its coal; it also dropped the "not" from the phrase "whether 
or not" in the above quotation. 

might doing so enhance deterrence, stability, 
and security? Proponents of BMD have argued 
that increasing levels of defense could offer in- 
creasing benefits. Fairly modest levels of 
BMD, they say, might improve deterrence of 
a Soviet nuclear attack by increasing Soviet 
military planners' uncertainty about the effec- 
tiveness of such an attack. Higher levels of de- 
fense capability might actually deny the 
Soviets even the possibility of achieving what- 
ever military goals they might have for attack. 
Finally, extremely good defenses against all 
types of nuclear attack—including attacks by 
ballistic missiles, cruise missiles, bombers, and 
other means of delivery—might essentially as- 
sure the survival of the U.S. population and 
society no matter what the Soviets tried to do. 
Then U.S. security would no longer rely on the 
threat of retaliation to deter a nuclear attack. 

SDIO officials emphasize that currently the 
preponderance of their attention is focused on 
systems and technologies intended to lead to 
early accomplishment of the first goal of en- 
hancing deterrence. 

!    / 

THREE GOALS FOR STRATEGIC DEFENSE 

Increase Attacker Uncertainty 
Working with assumptions about the ac- 

curacy, explosive power, and reliability of 
weapons systems as well as the nature of in- 

tended targets, Soviet military planners can 
make some predictions about Soviet ability to 
destroy a chosen set of targets. Just how con- 
fident Soviet planners would or should be 
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about the validity of their assumptions is ex- 
tremely djficult for U.S. analysts to determine. 

Relatively modest amounts of strategic de- 
fense,1 some argue, might add to the uncertain- 
ties that the potential attacker already faces.* 
He would be forced to make additional assump- 
tions about how—and which—of his warheads 
would be intercepted by the defenses. Insofar 
as a Soviet decision to launch a nuclear attack 
on the United States might depend on Soviet 
confidence in the'- ability to destroy a given 
set of targets, the protection added by mod- 
est U.S. strategic defenses might help d'cer 
such a decision.4 Presumably, the largei f?."- 
tor in a Soviet decision on whether to strike 
first is the current high probability that a U.S. 
retaliatory attack would devastate much of the 
Soviet Union. 

In its 1987 report to Congress, SDIO sug- 
gested that relatively modest levels of defense 
might begin to add to Soviet uncertainties by 
"denying the predictability of Soviet attack 
outcome... and imposing on the Soviets sig- 
nificant costs to restore their attack con- 
fidence."8 

There are ways the Soviets might try to re- 
duce the uncertainties added by U.S. defenses. 
They might deploy offensive counter-measures 
designed to restore their previous level of con- 
fidence in their weapons' ability to reach and 
destroy assigned targets. They might deploy 

This section addresses strategic uefense genetically—i.e., 
goals for defense against all means of delivering nuclear weap- 
ons, not just against ballistic missiles. Since the SDI is directed 
at developing defenses only against ballistic missiles, we quickly 
turn to that particular task for strategic defenses. Where rele- 
vant, the report will call attention to the relationships between 
ballistic missile defense and other kinds of strategic defense. 

These would include uncertainties about- the accuracy of mis- 
siles over untested trajectories; the vulnerabilities of some kinds 
of targets, such as command and control systems; whether the 
victim of the attack would launch his own missiles "on warn- 
ing," thus defeating the most critical objective of the attack; 
and the nature and results of the retaliation carried out by 
submarine-launched missiles, bombers, and cruise missiles that 
escaped the attack. 

'For n more detailed discussion of deterrent strategy, see U.S. 
Congress, Office of Technology Assessment. Ballistic Missile 
Defense Technologies, OTA-ISC-254 (Washington, DC: U.S. 
Government Printing Office, September 1985), pp. 67-132. 

•Strategic Defense Initiative Organization, Report to the Con- 
gress on the Strategic Defense Initiative, April 1987, p. 11-11. 

additional weapons intended just to exhaust 
the defenses, assuring that some weapons face 
no defensive screen. They might attempt to 
circumvent the BMD system by adding more 
bombers and cruise missiles to their arsenal. 

On the other hand, the Soviets would have 
to make new assumptions about how well these 
responses would work. The Soviets might also 
choose to give up some weapon capabilities to 
preserve others: for example, some counter- 
measures intended to assure that a given num- 
ber of nuclear warheads could penetrate the 
defense might be traded against sacrifices in 
the number, accuracy, or yield (explosive 
power) of those warheads. If only because the 
offensive task had become more complicated, 
at least some more uncertainty would exist 
than if the United States had no defenses at 
all.* Opinions vary, however, on what margin 
of additional uncertainty the Soviets would 
face and whether there might be other, less 
costly, and earlier ways to complicate Soviet 
attack problems. 

Deny Military Objectives 

Some analysts have argued that an increase 
in attacker uncertainty as described above is 
itself a sufficient enhancement of deterrence 
to justify deploying ballistic missile defenses. 
The SDIO, however, places a more rigorous 
requirement on defense: 

A defense against ballistic missiles must 
be able to destroy a sufficient portion of an 
aggressor's attacking forces to deny him the 
confidence that he can achieve his objectives. 
In doing so, the defense should have the po- 
tential to deny that aggressor the ability to 
destroy a militarily significant portion of the 
target base he wishes to attack.' 
The goal here is not just to reduce the at- 

tacker's confidence in achieving some set of 
goals, but to deny him any reasonable pros- 

• Alternatively, some would argue that the Soviets might find 
a secret countermeasure that they were certain was capable of 
totally disabling the U.S. BMD system; if they combined this 
countermeasure with expanded offensive forces, their net cer- 
tainty of attack success might be increased over what it is today. 

'Strategic Defense Initiative Organization, op. eft., p. IV-2. 
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pect of doing so. Suppose, for example, that 
the Soviets have set for their strategic forces 
the goal of destroying 75 percent of a particu- 
lar target set. A U.S. strategic defense that 
could predictably allow them to destroy only 
50 percent of this set would therefore deny the 
Soviets their goal. If the difference between 
the Soviets' choosing to attack and refraining 
from attack rested on their confidence in their 
ability to destroy 75 percent of the targets, 
they would be deterred. 

An attack of thousands of nuclear weapons 
that failed in its purely military objectives, 
whatever they might be, would still wreak 
great, perhaps irreparable, damage on U.S. so- 
ciety. Such damage would include not only the 
direct effects of nuclear weapons exploding 
near U.S. cities, but the longer-term effects of 
nuclear fallout and economic and social disrup- 
tion.* Moreover, for purposes of intimidation 
or deterrence, the Soviets might change their 
target plans to retain their ability to destroy 
U.S. cities intentionally. Thus we would still 
need to rely on the threat of retaliation to de- 
ter Soviet or other attacks (or, perhaps more 
to the point, threats of attack) on our economy 
and society. 

Assured Survival 

In his speech of March 23,1983, inaugurat- 
ing the SDI, President Reagan set an even 
higher goal for strategic defenses: 

What if free people could live secure in the 
knowledge that their security did not rest 
upon the threat of instant U.S. retaliation to 
deter a Soviet attack, that we could intercept 
and destroy strategic ballistic missiles before 
they reached our own soil or that of our 
allies?' 

This goal goes beyond denying the Soviets 
an ability to destroy a "militarily significant 
portion" of some target base; it would be to 

■See, «or example, U.S. Congress, Office of Technology Assess- 
ment, The Effects of Nuclear War OTA-NS89 (Washington, 
DC: U.S. Government Printing Office, May 1979), esp. ch. 4, 
pp. 109-118. 

'Ronald Reagan, televised speech. Mar. 23, 1981 

protect people. As the President said over 3 
years later: 

Our research is aimed at finding a way of 
protecting people, not missiles. And that's 
my highest priority and will remain so." 

The goals of increasing attacker uncertainty, 
denying military objectives, and assuring na- 
tional survival imply progressively more ca- 
pable defensive systems, and correspondingly 
more difficult technical challenges. The follow- 
ing survey of the Soviet missile threat and the 
kinds of targets the United States would need 
to defend against that threat illustrates the 
scope of the strategic defense problem. 

The Soviet Ballistic Missile Threat 

The Soviets now have about 1400 intercon- 
tinental ballistic missiles (ICBMs) carrying 
about 6300 nuclear-armed re-entry vehicles 
(RVs). They also have about 944 submarine 
launched ballistic missiles (SLBMs) with about 
2800 nuclear-armed RVs (see figure 2-1). The 
Soviets also have several hundred interme- 
diate-range ballistic missiles based in the So- 
viet Union that can reach all or part of Eur- 
ope and Asia with about 1400 nuclear RVs— 
but these are to be eliminated under the Inter- 
mediate Nuclear Forces (INF) agreement 
signed in December 1987. Several hundred 
shorter-range missiles can deliver single war- 
heads from tens to hundreds of kilometers; 
many are based in Soviet Bloc countries and 
can reach important targets in NATO coun- 
tries. Under the terms of the INF agreement, 
the Soviets are also to eliminate their other 
missiles with ranges above 500 km. 

The composition of the Soviet ballistic mis- 
sile force will change over the years during 
which BMD might be developed and deployed 

"President Ronald Reagan, "SDI: Progress and Promise," 
briefing in Washington, D.C. on Aug. 6,1986, Current Policy 
No. 858, U.S. Department of State, Bureau of Public Affairs, 
Washington, DC, p. 2. Secretary of Defense Caspar Weinberger 
has said, "When the President says that we are aiming at a 
strategic defense designed to protect people, that is exactly what 
he means." Speech at HarvaH University, Sept 6,1986, quoted 
by David E. Sanger, "Weinberg».' Denies Antimissile Sbift,"Tbe 
New York Times, Sept 6. 1966, p. 9. 
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(see figure 2-2). The changes would be mote dra- 
matic if the Soviets attempted to counter the 
effectiveness of prospective U.S. defenses. An- 
ticipating this "responsive threat" is a major 
challenge for BMD planners. The SDIO has 
not been assigned to address the Soviet abil- 
ity, present and forecast, to deliver nuclear 
weapons with aircraft and ground-, sea-, or air- 
launched cruise missiles. The Air Force is con- 
ducting an "Air Defense Initiative" (ADI) that 
is studying the interception of air-breating 
weapons. The ADI, however, is operating at 
much lower funding levels than tne SDI. 

Targets To Be Defended 

The three goals of uncertainty, denial, and 
assured survival remain abstract and ambig- 
uous until we consider the kinds of targets to 
be defended against nuclear attack. Soviets at- 
tack objectives might include four broad cat- 
egories of targets: 

1. strategic retaliatory forces—ICBM silos 
(or, in the future, mobile ICBMs), bombers 
(and refueling tankers) at their bases, sub- 
marines in port, command posts, and com- 
munications nodes; 

2. other military targets—including military 
headquarters, barracks, nuclear and con- 

Figure 2-2.—Modernization of Soviet ICBMs 
Warhead Mix 

SS-11, 
SS-13, 
SS-25 

Mid-1990s* 

1986 
"Estimates based on current trends. 
SOURCE: U.S. Department of DtfenM, SovM mitmy Powtr (WMMngton DC 

U.S. Oov*mm*nt Printing Otflca, 1987). 
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ventional ammunition dumps, supply 
depots, naval ports and shipyards, air- 
fields, and radars; 

3. economic targets—industrial facilities, 
fuel reserves, research centers, transpor- 
tation nodes, and cities; and 

4. political targets—non-military govern- 
ment facilities, and civil defense shelters. 

Each of these sets of targets (for further ex- 
planation, see box 2-A) has different implica- 
tions for strategic nuclear offensive and defen- 
sive operations. 

Strategic Retaliatory Forces 

The purpose of a Soviet nuclear attack on 
U.S. strategic nuclear forces—a so-called 
"counterforce" attack—would be to reduce the 
ability of those forces to carry out a retalia- 
tory nuclear attack on the Soviet Union. In 
1986 the Department of Defense estimated 
that by attacking each of 1000 U.S. Minute- 
man missile silos with two SS-18 warheads, 
the Soviets could destroy about 65 to 80 per- 
cent of U.S. land-based ICBMs.11 

An attack would have to succeed quickly and 
destroy a high percentage of the targets. Other- 
wise, U.S. weapons could be launched against 
the Soviet Union (assuming they had not al- 
ready been launched on warning, before the 
first Soviet missiles arrived). The objective of 
substantially reducing the retaliatory damage 
inflicted on the Soviet Union would not be met. 
Thus slower bombers and cruise missiles would 
be less suitable than ballistic missiles for this 
kind of disarming attack. 

"U.S. Department of Defense, Soviet Military Powtr 1986 
(Washington, DC: U.S. Government Printing Office, 1986), p 
25. The United State» maintains several hundred Poseidon and 
Trident missiles at sea at all times and is adding sea-launched 
nuclear cruise missiles to its arsenal. It also maintains bom- 
bers (many with cruise missiles) on alert for rapid escape on 
warning. The President's Commission on Strategic Forces (the 
"Scowcroft Commission" argued ,'n 1983 that, in view of over- 
all U.S. retaliatory capabilities, ICBM vulnerability did not war 
rant ABM (anti-ballistic missile) defense of missile silos in the 
near term. Some argue that future Soviet anti-submarine war- 
fare developments might compromise the survivability of U.S. 
ballistic missile submarines, and that defense of land-based mis- 
siles might compensate for that eventuality. Others argue that 
if both the United States and the Soviet Union were to deploy 
BMD, U.S. retaliatory missiles would be less able to fulfill their 
missions, whether launched from land or sea. 

-;^4 

3 
■jr. 
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Box 2-A.—Potential Targets for a Jkrdet Nuclear Ballistic Missile Attack 

Strategic Retaliatory Forces 
Land-based ICBMs.-The United States has about 1,000 intercontinental ballistic missiles in 

hardened silos. In the 1990s it may deploy "Midgetman" missiles on road-mobile carrier vehicles. 
It may deploy some MX "Peacekeeper" ICBMs en riilroad cars within U.S. military lands. An at- 
tack on land-based ICBMs would have to be swift, welcoordinated, and accurate. Otherwise, many 
of the missiles would remain available for striking back at the Soviets. (The Soviets would also have 
to consider the risk that the United States would launch its ICBMs while they were under attack, 
with many escaping destruction to retaliate against the Soviet Union. 

Bomber Bases.—About 350 strategic bombers, abls to carry several thousand nuclear bombs 
and cruise missiles, are based at some tens of airfields ar ound the United States. Additional aircraft 
are needed to refuel the bombers in flight. Normally, .1 substantial number of the U.S. strategic 
aircraft are on standby alert and might be expected to fscape a Soviet missile attack given several 
minutes of warning; in times of crisis, more bombers wot ild be placed on alert. A Soviet attack might 
try to catch as many es possible of the U.S. bombers (and their refueling tankers) on the ground 
or just after take-off. 

Submarine Bases. —Thirty-odd submarines with several hundred underwater-launched ballistic 
missiles are based at just a few U.S. ports. By plan, in peacetime somewhat more than half these 
submarines, with 2,500-3,000 nuclear warheads, are always at sea. Those in port would be easy, 
inviting targets for a Soviet strategic counterforce attack. During a crisis, some of the submarines 
in port could be sent to join those already at sea. 

Communications, Command, and Control Facilities. -Linking the above forces to U.S. National 
Command Authorities is a network of underground command posts, mobile command posts, mobile 
communications (air, ground, and space) relays, and fixed communications transmitter and receiver 
stations. A Soviet nuclear attack is likely to try to disrupt this network by direct nnclepr destruc- 
tion of the fixed land facilities or by means of nuclear-generated electromagnetic pulses intended 
to interfere with the functioning of electronic devices. 

Other Military Targets 
Military Headquarters; Barracks, Nuclear and Conventional Ammunition Dumps, Supply Depots, 

Naval Ports and Shipyards, and Airfields.—Many other military facilities, while not directly sup- 
porting U.S. rapid-response strategic nuclear forces, would be essential to the conduct of conven- 
tional warfare or tactical nuclear warfare abroad. Many of these targets are "soft" ... difficult to 
shelter from the effects of even relatively inaccurate nuclear weapons. 

Economic Targets 
Factories, Power Plants, Fuel Supplies, and Transportation Nodes.— These are sometimes called 

"economic recovery" targets. The military purpose of attacking them night be to eliminate the 
economic base that supports U.S. military power. While the United States might be able to carry 
out a strategic nuclear retaliatory attack if its cities were destroyed, it could not carry on a conven- 
tional war abroad very long. 

Political Targets 
Government Facilities and Civil Defense Shelters—The Soviets might also attempt to disrupt 

government to hinder economic and political recovery. 

L i«irii«n«ir-':ir -"—"•*-—*- UfcMBitoiMilfcMKWMkb*^ 
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The purpose of a U.S. ballistic missile de- 
fense against such an attack would be to pre- 
serve enough missiles and bombers to retali- 
ate successfully against the targets in the 
Soviet Union designated by U.S. military plan- 
ners.1" At a minimum, the United States might 
wish defenses to add to current Soviet uncer- 
tainties about how well they could prevent 
those offensive weapons from reaching the So- 
viet Union. If these redundant, hardened tar- 
gets could be defended preferentially, that is, 
if defensive resources could be devoted to pro- 
tecting a sub-set of them that is unknown to 
Soviet planners, then Soviet confidence in be- 
ing able to destroy the whole force might be 
reduced to a very low level." 

At best, we would want defenses that per- 
suaded the Soviet Union of the certainty of fail- 
ure of any preemptive attack on our strategic 
forces that had the purpose of reducing sig- 
nificantly the damage we could do to the So- 
viet Union. 

Oth« Military Targets 
The purpose of attacking U.S. military tar- 

gets other than those connected with strate- 
gic nuclear forces would be tu weaken or elim- 
inate the ability of the United States to project 
military power abroad (to fight conventional 
or limited nuclear wars in Europe, Asia, or else- 
where), or even to defend its own territory 
against invasion. Unlike sheltered ICBMs, 
most of these other military targets are rela- 
tively soft—each could be easily destroyed by 
one or a few moderately accurate nuclear weap- 
ons. Nor must they be destroyed instantane- 
ously, since they cannot be used for a prompt 
nuclear retaliation against Soviet territory. 

Since these other military targets can be de 
stroyed more or less at leisure, strategic de- 
livery vehicles other than ballistic missiles can 

"Opinions vary greatly on how many of what kinds of tar- 
gets the Soviets would have to believe they would lose in such 
a retaliation before they would be deterred from launching an 
attack on the United States. See OTA, Ballistic Missile Defense 
Technologies, op. cit., pp. 68-76. 

"For a more detailed explanation of the concept of preferen- 
tial defense, see OTA, Ballistic Missile Defense Technologies, 
op. cit., pp. 94-98. 

be used against them—bombers and cruise 
missiles in particular. Therefore, a strategic 
defense intended to protect these targets must 
be highly effective against "air breathing" 
weapons as well as against ballistic missiles. 

The purpose of defending such targets would 
be to decrease the probability that a nuclear 
attack on them could significantly weaken our 
military power; at best we would want the 
Soviets to be certain that such an attack would 
fail. 

It is important to note that many of these 
"other military targets" are located in or near 
urban complexes, and an attack on them might 
be hard to distinguish from a punitive city at- 
tack. Fallout would reach extensive areas of 
the United States and millions of people might 
die. 

Urban Economic and Political Target« 
The main military purpose of attacking the 

U.S. industrial and political infrastructures 
would be to remove the base from which the 
United States exerts military and economic 
power abroad. Another purpose, however, 
might simply be to inflict punishment. Before 
a war occurred, the purpose of having such an 
ability to punish would be to deter actions (e.g., 
nuclear or nonnuclear attacks) by threatening 
to impose a cost higher than the expected gain 
of such actions. For example, Britain and 
France maintain nuclear deterrent forces that 
they believe help deter the Soviet Union from 
attacking them, even though the effects of 
those forces on Soviet military capabilities 
might be more indirect than direct.14 

Even a few tens of nuclear weapons landing 
on U.S. cities would cause unprecedented de- 
struction in this country. Extensive use of civil 
defense measures, if feasible, might ameliorate 
the effects of such destruction (e.g., if dty pop- 
ulations could be evacuated and sheltered from 
radioactive fallout and if industrial machinery 
could be sheltered). But even more so than the 

"It might be noted, however, that the Moscow area has many 
military facilities; attacks on them would have widespread mil- 
itary as wcl! as civilian consequences. 
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kinds of "soft" military targets described 
above, cities are vulnerable to attacks over 
hours and days by bombers and cruise missiles 
as well as by ballistic missiles. Defending cit- 
ies, then, would require extremely effective air 
defenses as well as missile defenses. 

The purpose of defending against attacks on 
urban industrial targets would be primarily to 
save lives, property, and civilized society. 
Militarily, the purpose of having such defenses 
would be to persuade potential attackers that 
we could so limit damage to our Nation that 
we would not have to constrain our own ac- 
tions out of fear of the effects of an enemy nu- 
clear attack. 

From the standpoint of deterrence, various 
considerations may affect just how much we 
believe we need to limit damage to our Nation. 
One consideration might be relative damage: 
would the damage the United States is likely 
to suffer in a nuclear war be more or less accept- 
able to us than the damage the Soviets are 
likely to suffer would be to them? Another 
measure might be absolute: regardless of how 
much damage we could inflict on the Soviets, 
under what conditions would we be willing to 
accept the amount of damage they could in- 
flict on us (and vice-versa)? 

An open question is just how limited the po- 
tential damage would have to be before the 
United States would decide to give up entirely 
its own ability to carry out a nuclear retalia- 
tion against potential attackers. That is, at 
what point would we decide to rely on defense 
rather than the threat of retaliation for our own 
security? 

The Special Case of Defense of Allies 
Part of the stated mission of the SDI is to 

design defenses to protect U.S. allies against 
ballistic missiles. But the purposes and tech- 
nical problems of doing so differ somewhat 
from those of defending the continental United 
States. 

In the case of North Atlantic Treaty Orga- 
nization (NATO) allies, for example, the So- 
viet ability to deliver nuclear weapons onto 
Western European soil is massive and diverse. 

Besides their land- and sea-based long-range 
ballistic missiles, the Soviets might use hun- 
dreds of short-range ballistic missiles (inter- 
mediate- and medium-range missiles with 
ranges above 500 km are to be eliminated un- 
der the terms of the INF Treaty signed in De- 
cember 1987). Thousands of Soviet and War- 
saw Pact tactical aircraft are credited with the 
ability to strike Western Europe. Air- and 
ground-launched cruise missiles are or will be 
available. 

The probability of being able to defend Eu- 
rope's densely populated territory against all 
the potential kinds of nuclear attacks on cit- 
ies and industries seems low. Therefore, most 
proponents of BMD for the European theater 
of war focus on the defense of what are rbove 
called "other military targets"-command 
posts, communications nodes, sheltered weap- 
ons-storage sites (nuclear and nonnuclear), and 
airfields. Ballistic missile defenses might at 
least disrupt and reduce the effectiveness of 
Soviet nuclear missile attacks on such targets 
(though other means of delivery would also 
need to be dealt with). 

Moreover, some believe that as Soviet bal- 
listic missile accuracies increase, the Soviets 
might use those missiles to attack military tar- 
gets with nonnuclear explosive or chemical 
warheads. Stopping moderately high (and in 
some cases even modest) percentages of the 
warheads in such attacks might make a mili- 
tary difference." Others argue, however, that 
the conventional tactical ballistic missile 
threat, if it exists, is minor compared to others 
NATO will have to contend with in the future." 

Another mission for Soviet "theater" bal- 
listic missiles might be the delivery of chemi- 
cal weapons intended to incapacitate NATO 
troops. Again, the interception of a significant 
percentage of such missiles might make the 
o?fference between some troops surviving a 
chemical attack or not. 

"See Manfred Woerner. "A Missile Defense for NATO Eur- 
ope." Strategic Review, Winter 1986, pp. 13ff. 

"For a detailed technical analysis, see Benoit Morel and The- 
odore A. Postol, "A Technical Assessment of The Soviet TBM 
Threat to NATO," to be published by the American Academy 
of Arts and Sciences, Cambridge, MA. 
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The shorter range Soviet ballistic missiles 
differ in flight characteristics from their larger 
relatives: their trajectories are shorter and con- 
fined to lower altitudes. While they travel more 
slowly, their shorter flight times also Jeave less 
time for them to be intercepted. On the other 
hand, because these missiles spend a greater 
part of their flight time inside the atmosphere, 
reentry vehicle decoys present less of a prob- 
lem to the defense. Space-based BMD (espe- 
cially of the kinetic kill variety) would be of 
limited utility, and ground-based rocket-inter- 
ceptors would be the likeliest BMD candidates. 

The SDI Scenario 

Various statements by Reagan Administra- 
tion officials over the first 4 years of the Stra- 
tegic Defense Initiative can be combined to 
form a scenario about how successively more 
ambitious goals for strategic defenses might 
be achieved.17 The expectation of the Admin- 
istration is that SDI research will show that 
deployment of ballistic missile defenses is fea- 
sible and desirable. As President Reagan has 
said, "When the time has come and the re- 
search is complete, yes, we're going to de- 
ploy."" 

In the early stages of deployment, accord- 
ing to the Administration scenario, Soviet at- 
tack uncertainties would increase, thus reduc- 
ing the probability of a Soviet first-strike 
decision (though not the damage they might 
inflict should they choose to attack). At first, 
minimal defense capabilities would only com- 
plicate Soviet attack plans. As strategic 
defenses became more capable, the Soviets 
ought to be more persuaded that the military 
purposes of any attack would fail. Neverthe- 
less, as long as a substantial number of tar- 
gets in the United States were still vulnerable 
to attack, we would have to continue develop- 
ing and deploying offensive strategic nuclear 

"For ■ list of statements prior to August, 1985, see OTA, 
Ballistic Missile Defense Technologies,up. cit.. App. I, pp. 
308-309. 

"President Ronald Reagan, "SDI: Progress and Promise," 
briefing in Washington, DC, on Aug. 6. 1986, Current Policy 
No. 858, U.S. Department of State, Bureau of Public Affairs, 
Washington, DC, p. 2. 

weapons. As Secretary of Defense Weinberger 
has written: 

Frcm the outset, we have insisted that 
progress toward an effective SDI will have to 
proceed hand in hand v 1th regaining an effec- 
tive offensive deterrent   . .'• 

The Administration hopes, however, that 
ultimately offensive deterrence can be 
abandoned: 

As the United States has repeatedly made 
clear, we are moving toward a future of greater 
reliance upon strategic defense. The United 
States remains prepared to talk about how— 
under what ground roles and process—we and 
the Soviet Union can do this cooperatively. 
Such strategic defenses, coupled with radical 
reductions in offensive forces, would represent 
a safer balance and would give future states- 
men the opportunity to move beyond it—to 
the ultimate elimination of nuclear weapons 
from the face of the Earth." 
"he key to this ultimate goal is seen to be 

the development and deployment of defenses 
that are unequivocally cheaper than com» 
sponding amounts of offense. A s SDIO ?uid it: 

We seek defensiv» options—as with other 
military systems—that are able to maintain 
capability more easily than countermeasures 
could be taken to try to defeat them. This cri- ' 
tenon is couched in terms of cost-effectiveness. 
However, it is much more than an economic 
concept." 
"Caspar V;'. Weinberger, "U.S. Defense Strategy," Foreign 

Affairs, Spring 1986, p. 678. 
Earlier in the same article Weinberger explained his concept 

of a multi-leveled deterrent: 
If the adversary calculate* that hi* aggression ia likely to Ml ia 

it* own term«, he «ill not «tuck. Further, ha must know that even 
if hi* aggression shnuld succeed in achieving its immediate objec- 
tives, he faces the threat of escalation to bostiUtiee that would ex- 
act a higher cost than be is willing to pay. In addition to defense 
and escalation, the third layer is retaliation: if the adversary con- 
fronts a credible threat that aggiesaion will trigger attacks by a 
surviving U.S. retaliatory capability against the attacker's vital 
interests that result in losses exceeding any possible gain, he will 
not attack. 

Ibid.. p. 678. 
"President Ronald Reagan, Speech to the U.N. General As- 

sembly, Sept 22,1986, reprinted in The Washington Poet, Sept 
23. 1986. p. A16. 

"Strategic Defense Initiative Organiration, Report to the Con- 
gress on the Strategic Defense Initiative, April 1987, p. IV-3. 
It should be added that not only should capability be maintain- 
able at the margin, but that our initial acquisition of defense 
capability needs to be .affordable in comparison with the coat 
to the So\ iets of upgracuf-g their current offensive capabilities 
to counter our defenses. The offense, being already in place, has 
a head start on defenses yet to be built 
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Such a favorable "cost-exchange" ratio be- 
tween defenses and offenses would be intended 
to persuade the Soviets of the futility of con- 
tinuing a competition in offensive arms. The 
SDIO has stated that: 

Program success in meeting its goal should 
be measured in its ability both to counter and 
discourage the Soviets from continuing the 
growth of their offensive forces and to chan- 
nel longstanding Soviet propensities for de- 
fenses toward more stabilizing and mutually 
beneficial ends ... It could provide new and 
compelling incentives to the Soviet Union for 
serious negotiations on reductions in existing 
offensive nuclear arsenals."" 

Agreements on mutual offensive reductions 
■Muld make defensive tasks easier for each side. 
Thus the Soviets could be offered both a car- 
rot (possibility of their own effective defenses) 
and a stick (threat of losing an arms race be- 
tween offenses and defenses) as incentives to 
subscribe to the U.S. scenario. 

Current SDI Goals 

The scenario shown in table 2-1 for the SDI 
suggests the following official attitudes toward 
the three goals of uncertainty, denial, and as- 
sured survival. 

Uncertainty 

Imposing greater uncertainty on Soviet at- 
tack planners would be an initial benefit of de- 
ploying BMD, but, presumably is not in itself 
sufficient to justify the SDI. 

Denial 

Denial of Soviet military objectives in a bal- 
listic missile would, in itself, justify deploy- 
ing BMD. Secretary Weinberger has said: 

... our strategic defense need not be 100 per- 
cent leakproof in order to provide an extraordi- 
nary amount of deterrence. Even a partially 
effective defense would convince Moscow that 
a first-strike was futile. And once we have ren- 
dered a Soviet first-strike obsolete and un- 
thinkable, we will have dramatically increased 

Table 2-1.—Strategic Defense Initiative Scenario 

Stag«i: 
SDI Research 

Stag» 2: 
Development and 

production of BMD 
systems 

Stag« 3: 
Initial BMD 

deployments 

Stage 4: 
Extensive deploy- 

ment of highly ef- 
fective BMD 

Stage 5: 
Deployment of ad- 

vanced BMD sys- 
tems, combined 
with agreed deep 
reductions in 
offenses 

Leads to national decision In ear- 
ly 1990's to proceed to full- 
scale engineering development 
aimed at deployment of BMD 
(re*erence to early 1990s date 
dropped by SDIO in 1987) 

Preparation for deployment in 
mld-to-iate 19008 (earlier initial 
deployments raised as possi- 
bility by Secretary Weinberger 
in 1987) 

Introduces uncertainty Into 
Soviet strategic nuclear attack 
planning; deployments prefera- 
bly coordinated by agreement 
with Soviets on transition to 
defenses, but proceeds in any 
case 

Denies Soviet strategic forces 
ability to achieve military ob- 
jectives; d .monstrates to 
Soviets futility of competition 
In offensive strategic missiles 

Deep reductions in all types of 
offensive strategic nuclear 
forces plus defenses allows 
abandonment o' threat of 
nuclear retaliation for security: 
assured survival achieved 

SOURCE: CompIlK) from U.S. Dcpvtrrwnt c! Ot'vtt. «»port fo It» Concrnt 
on tht Sltutglc Dttenu Inltitlin. Ji:,» >a». p. IV-12 ml other Ad 
mtnitlrttlon ttMamwitt. 

stabüity and rested deterrence on a rock-solid 
basis. But bear in mind that our goal remains 
to make ballistic missiles—the most destabiliz- 
ing and dangerous weapons known to man- 
obsolete." 

Assured Survival 

The goal of assured survival may well require 
Soviet cooperation in offensive nuclear disar- 
mament. A perfect defense against all ballis- 
tic missiles may not be possible, and: 

Even a thoroughly reliable shield against 
ballistic missiles would still leave us vulner- 
able to other modes of delivery, or perhaps 
even to other devices of mass destruction. De- 

"Ibid., pp. IV-l-2. "Remarks before the Ethics and I-ublic Policy Center, Wash- 
ington. DC, Sept. 26, 1986. 
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spite an essentially leakproof missile defense, 
we might still be vulnerable to terrorist at- 
tacks against our cities. Our vision ot SDI 
therefore calls for a gradual transition to ef- 
fective defenses, including deep reductions in 
offensive nuclear weapons.** 
In the expressed Administration view, then, 

the SDI should aim ultimately for ballistic mis- 

"Weinberger. "U.S. Defense Strategy." op. at., p. 684. 

sile defense systems that are nearly leakproof. 
One way of achieving assured survival might 
be to buUd defenses so effective that they 
would succeed no matter what the Soviets 
might thro^ .i: f hem. Another way might be 
to build & tense-, that promise to be so effec- 
tive that tl e So- iets would prefer to negoti- 
ate offenses ou both sides away rather than 
embark on an offense-defense race that thv. 
have been persuaded they would lose techni- 
cally or economically. 

THE CRITERIA OF ' Jv^'BIUTY 
Supporters and critics of the SDI would 

probably both agree that proposals for deploy- 
ing ballistic missile defense should meet at 
least the four following criteria: 

1. effectiveness, 
2. affordability, 
3. favorable cost-exchange ratio, and 
4. survivability. 
Note that in each case, meeting the criterion 

will be at least partly dependent on Soviet de- 
cisions and actions: the Soviets can make the 
job harder or easier for the defense. In an un- 
constrained arms race, they would do what 
they could to make the job harder. In a coop- 
erative regime of mutual defensive deploy- 
ments and offensive reductions and controls, 
each side might make the HMD job easier for 
the other. 

Effectiveness 

Obviously, before deciding to deploy a BMD 
system we would want to be confident that it 
would be effective—that it would work well 
enough to achieve the goals set for it. Effec- 
tiveness needs to be evaluated on two com- 
plementary levels. One level is technical per- 
formance: how well can the proposed BMD 
system perform against the missile threat ex- 
pected at the time of defense deployment? On 
a high«r level, would such performance provide 
a better basis for deterrence, strengthen stra- 
tegic stability, and increase U.S. and Allied 

secuiv- h•-• goals stated by SDIO? This sec- 
ond lev.' ■"' ./»alyses received considerable at- 
tention in c^e 1985 OTA report on Ballistic 
Missile Defense Technologies, so it will receive 
much less attention in this report. 

On the level of technical performance, it is 
difficult to decide what "effectiveness" means. 
For example, one frequently used criterion of 
BMD effectiveness is "leakage rate": what per- 
centage of a specified Soviet missile attack 
would we expect to penetrate our defenses and 
what percentage could we stop? Given the 
enormous destructive power of nuclear weap- 
ons, though, leakage rates may only tell part 
of the story. A leakage rate of 10 percent might 
sound worthwhile, and for some purposes it 
may be. But under an attack of 10,000 nuclear 
warheads, a 10 percent leakage rate would 
mean 1000 nuclear detonations on U.S. ter- 
ritory. 

Another problem with leakage rate as a 
measure of effectiveness is that it is likely to 
vary with the size and nature of attack. For 
example, a system that could stop only 50 per- 
cent of a massive, nearly instantaneous attack 
might stop 100 percent of an attack consist- 
ing of two or three missiles. On the other hand, 
a system that could stop 50 percent of an at- 
tack of a certain size might not be expandable 
in such a way that it could stop 50 percent of 
an expanded enemy missile force. In addition, 
to maintain damage at a fixed level, the de- 
fense would have to stop, for example, 75 per- 
cent of a doubled attack. 
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A slightly better indicator of effectiveness, 
then, might be the absolute number of nuclear 
warheads penetrating the defense under the 
severest plausible attach. Such an estimate 
would give a better indication of the maximum 
damage a Soviet attack might inflict. 

An even better indicator would be the num- 
bers of different types of targets that the 
United States would expect to survive a mis- 
sile attack. This approach would take into ac- 
count the numbers of attacking weapons, the 
numbers of penetrating weapons, the numbers 
and types of targets attacked, and the num- 
bers and types of targets protected. These 
numbers might be translated into percentages 
of types of targets surviving—e.g., 70 percent 
of the land-based missile force." We might 
carry the analysis further by weighing the 
values of different types of targets. For exam- 
ple, one underground strategic command post 
might be worth 10 missile silos. 

All of the above indicators would be diffi- 
cult to apply with precision. And the more fac- 
tors an indicator has to take into account, the 
more imprecise it is likely to be. Indeed, there 
would be no direct way to measure the poten- 
tial effectiveness of a BMD system: only an 
actual nuclear war would do so. Instead, we 
would have to rely ou estimates, based on as- 
sumptions about: 

• enemy offensive technical capabilities 
(numbers of weapons, accuracy, explosive 
yields, ability to penetrate defenses): 

• enemy target attack plans; 
• defensive technical capabilities; 
• vulnerability of targets defended; and 
• the objective and subjective relative val- 

ues of targets defended. 

These factors would be difficult for U.S. plan- 
ners to assess. They would also be difficult for 
Soviet planners to estimate. Therefore, if the 
U.S. goal is mainly to introduce uncertainties 
into Soviet strategic calculations, precise meas- 
ures of BMD effectiveness might not be nec- 

essary. On the other hand, if we wished to be 
certain of denying Soviet attack objectives, we 
might need higher confidence in our estimates. 

At the sane time, if the Soviets decided, 
along with the United States, that defenses 
were desirable, then each side could help make 
them more effective by agreeing to deep cuts 
in offensive weapons and to restrictions on 
countermeasures against defenses. 

Affordability 

If and when the Department of Defense even- 
tually presents its proposals for deploying 
BMD, the country wül have to decide whether 
the exp acted benefits would be worth the ex- 
pected costs. Part of the SDI research program 
is to estimate costs for the proposed systems. 
For various reasons, the initial cost estimates 
for complex weapon systems tend to be inac- 
curate, and usually too low. Producing relia- 
ble cost estimates for future BMD systems will 
be a challenging task. 

Another part of the SDI program is to at- 
tempt to develop new, cheaper ways to manu- 
facture weapons and to deploy them in space.1* 
The ultimate weighing of costs and benefits 
will be a political judgment made by the Presi- 
dent and Congress. But a critical part of the 
demonstration of technical feasibility of BMD 
will be that the proposed systems can be built 
at a cost the country would, at least arguably, 
find reasonable. 

As mentioned above, Soviet actions could 
make effective BMD more or less affordable. 
If they chose to invest heavily in offensive 
countermeasures timed to take effect about 
when our defenses might be deployed, they 
could make those defenses much more expen- 
sive than if they stabilized the threat they pose 
at today's levels. Alternatively, in a coopera- 
tive regime they could make defenses cheaper 

.% hy agreeing to decrease their offensive threat 

"Note that planning to penetrate defenses may require the 
offense to concentrate his ttuc'is on higher-value targets. In 
that case, the targets which he no longer has enough weapons 
to strike can be considered "aaved" by the defense. 

•       "Until a re-organization in 1987, the SDIO Systems Engi- 
neering Directorate was in charge of this program, among others. 

TBts^vstems Engineering program element of the SDI budget 
rece-veo J20.2 million in fiscal year 1987; »39 million was re- 
quested for fisck! year 198Ä. 
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in exchange for reductions in the U.S. offen- 
sive threat. 

Favorable Cost-Exchange Ratio 

The Nation must decide not only that a par- 
ticular defense system proposed at a particu- 
lar time is affordable, but whether the poten- 
tial long-run competition of U.S. defenses 
against Soviet offenses is likely to be afforda- 
ble in the future. In the absence of a long-term 
U.S. commitment to sustaining defensive ca- 
pabilities, the Soviets would have incentives 
to stay m the "game" until the United States' 
will to spend flagged. 

One way to try to persuade the Soviets to 
abandon efforts to maintain offensive capabil- 
ities would be to demonstrate clearly that ad- 
ditional increments of offence would be more 
costly to the Soviets than corresponding in- 
crements of defense would be to the United 
States. Therefore, a corollary goal of the SDI 
13 to design defenses that are cheaper "at the 
margin" than offenses. If the "cost-exchang?" 
ratio were favorable to defenses, and if the two 
sides invested equal resources in defenses and 
offenses respectively, then the side investing 
in offenses should find its capabilities inexora- 
bly declining. 

Achieving this favorable cost-exchange ra- 
tio will be technically challenging. Accurately 
estimating the costs of defensive systems 
would be difficult enough. Attaining high con- 
fidence that the ratio of U.S. defensive costs 
to Soviet offensive costs would be favorable, 
even before the United States deployed its 
defenses and before Soviet offensive counter- 
measurer were known would be even more dif- 
ficult. Neither side may actually know the rela- 
tive costs of additional increments of defense 
and offense until they actually buy them.1' 

"It might be argued that, faced with these uncertainties, the 
Soviet« would accede to the U.S. proposal for a negotiated tran- 
sition that regulated offensive and defensive deployments. On 
the other hand, drafting such an agreement that both sides would 
find equitable, given ihe asymmetries in forces and technologies 
on the two sides, would be a formidable task. 

Because the United States and the Soviet 
Union have such different economies, it will 
be difficult to quantify the cost-exchange ra- 
tio. Moreover, the effective cost-exchange ra- 
tio may differ from the technical one. That is, 
the ratio depends not only on what things cost, 
but also on what people are willing to pay. If 
the Soviets are willing and able to pay for an 
increment of offense that is more costly than 
our corresponding increment of defense, for 
practical purposes the cost-exchange ratio is 
at least even. The SDI objective, then, is to per- 
suade the Soviets that the defenses we can af- 
ford will more than offset the offenses they can 
afford. Thus th» offense/defense cost-exchange 
ratio may have to be not just 1.5:1 or 2:1, but 
several-to-one. 

On the other hand, if the Soviets were to 
agree with the United States that a mutual re- 
duction of offensive missile capabilities was 
worthwhile and that defenses were desirable, 
then the technical challenge could be reduced. 
In effect, mutual political decisions could im- 
prove the cost-exchange ratio by mandating 
reductions—rather than enhancements—of 
offensive capabilities, along with limitations 
on other offensive countermeasur«*». 

Survivability 

One t»f the many possible types of counter- 
measures against a BMD system is to attack 
the system itseif—which will be called "defense 
suppression" in this report. Obviously, to carry 
out its defensive mission, the BMD system 
must survive such attacks. "Survivability" 
does not mean the ability of every element- 
each satellite, e.g.—to survive any attack. 
Rather, it means the ability of the system as 
a whole to perform acceptably despite attacks 
that may disable some elements. 

No BMD system will be either survivable 
or not survivable. The question will be, "How 
survivable, at what cost?" The cost-exchange 
ratio between defense and offense will h?ve to 
be calculated on the basis of the costs of all 
kinds of offensive response, including defense 
suppression, compared to the costs of all kinds 
of defensive counter-countermeasures, includ- 
ing "survivability" measures. 
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The remainder of this report surveys what 
was—and wa3 not—known as of April 1988 
about the potential of the SDI for developing 

systems that would meet the effectiveness, af- 
fordability, cost-exchange, ard survivability 
criteria. 
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Chapter 3 

Designing a BMD System: 
Architecture and Trade-off Studies 

THE IMPORTANCE OF BMD ARCHITECTURE STUDIES 
Researchers have performed proof-of-prin- 

ciple experiments for some Strategic Defense 
Initiative (SDI) technologies. But many of the 
basic technologies for the SDI are still in an 
experimental, or even theoretical, stage. There- 
fore it might seem premature to be designing 
full-scale ballistic missile defense (BMD) sys- 
tems for deployment not only in the mid-1990s, 
but in the 21st century. In fact, such designs 
are key to assessing the feasibi *ty of achiev- 
ing U.S. strategic goals through ballistic mis- 
sile defense. National detisionmakers can only 
fully evaluate proposed systems on the merit 
of system architectures, not oh the promise of 
one technology or another. If called upon to 
appropriate funds few BMD development and de- 
ployment, Congress will be as'ied to decide upon 
an architecture—a specific system design com- 
prising many technologies and components. 

Attempting such designs, or "system ar- 
chitectures," as the Strategic Defense Initia- 
tive Organization (SDIO) calls them, compels 
systematic analysis of all the factors that will 
affect SDI feasibility. In the near term, such 
analysis helps guide the technology research 
effort. In the long term, it will provide the sub- 
stance of the national debate over whether to 
deploy BMD. 

System architecture analysis, if done well, 
will provide some of the key elements of infor- 
mation upon which to base decisions about 
whether to commit the Nation to deploying any 
proposed BMD system: 

• Specification of Goals. Explicit identifica- 
tion of the particular strategic goals that 
BMD system designs will be expected to 
achieve (e.g., impose uncertainty on So- 

Note: Complete definitions of acronyms and initialisms 
are listed in Appendix B of this report 

viet strategic planners); understanding of 
those goals in the larger context of U.S. 
national security; and cos>effectiveness 
comparisons of alternate means, if any, 
of achieving the goals. 

• Spc d/ication of Threat.". "rejections of fu- 
ture Soviet missile and BMD counter- 
measures that BMD system designs 
would be expected t J overcome. 

• System Requirements. Specification of the 
missile-interception tasks and sub-tasks 
that effective BMD systems would have 
to perform to jreet the project threats; 
specification of passive a: d active surviv- 
ability measures for the system. 

► System Designs. ProposaL« for integrating 
sensors, weapons, and command and con- 
trol arrangements into BMD systems that 
would likeJy meet system requirements 
and that could be practicably modified to 
meet charging threats; and specification 
of how tedmologies under research would 
be incorporated into a BMD system—such 
a design is called a system architecture. 
Technology Requirements. Specification of 
the technologies needed to build the 
weapon systems required by the overall 
system design, by the deployment and 
maintenance plans, and by plans for 
adaptive evolution of the system to meet 
changes in the threat; and plan for bring- 
ing all technology developments to frui- 
tion when needed (full-scale engineering 
development plan). 
Manufacturing Requirements. Specifica- 
tion of the materials, manufacturing fa- 
cilities, took, and skilled personnel needed 
to manufacture all system elements. 
Deployment and Operations Analyses. 
Proposals for how the designed system 
can be put into place and maintained (in- 
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eluding space transportation require- 
ments); and schedules for doing so. 

• Cost Estimates. Estimates for what devel- 
opment, procurement, deployment, and 
operation of the proposed system design 
will cost; and proposals for reducing sys- 
tem costs. 

This chapter will focus on two pcrticular 
topics: 

1. the ways in which system architects fr r 
SDIO have related strategic goals co 
BMD system performance needs, ard 

2. the general characteristics of the system 
architectures studied for SDIO. 

The concluding sections of the chapter will 
identify areas of analysis within thoie topics 
where important work remains to oe done. 

It would be highly unrealistic now to expect 
system architecture studies to be definitive. 
Each category of analysis is subject to con- 
siderable uncertainty, some of which may 
never be resolved by analysis and limited ex- 
perimentation. The architecture analycis will 
necessarily be tentative and iterative: as new 
information and ideas emerge, modifications 
will be Inevitable. Moreover, the findings from 
analyses in each category will and should affect 
the findings in other categories. For example, 
meeting a particular technology requirement 
may be judged possible, but too expensive. The 
system architecture design may have to be 
modified to utilize another technology to carry 
out the same function. On the other hand, new 
technological developments may make it cheaper 
to carry out a function in a way that previous 
analyses had shown to be too costly. For that 
reason, the system architects attempt to de- 
sign "evolutionary" architectures into which 
advanced technical developments could be 
phi sed as they became available. 

Even after a commitment had been made to 
develop a particular technology into a wetipon 
system, the process of full-scale engineering 
development might prove more difficult than 
anticipated: alternate systems might have to 
be designed and developed. Moreover, while 
it is the goal of the architecture analvses to 

provide options for meeting a range of poten- 
tial changes in the offensive missile threat, a 
fully deployed BMD system might still have 
U, be modified in unanticipated ways if the 
■Soviets were to deploy unforeseen counter- 
measures. 

Despite the necessarily tentative nature of 
system architecture analyses, they compel a 
coherence in thinking about BMD that would 
otherwise be missing. Thoy also bring into the 
open the assumptions implicit in the argu- 
ments for and against deploying BMD. Be- 
cause thuse analysej will inevitably include 
assumptions and projections that reasonable 
people may disagree about, it is important that 
they be carried out competitively, by more than 
one group of analysts. Such competition will 
give both the Administration and Congress a 
basis for identifying the uncertainties, vary- 
ing assumptions, and alternative projections 
of the future that will underlie decisions about 
BMD. It will also be important, when these anal- 
yses are offered in justification of major deci- 
sions, that they be independently evaluated. 

Recognizing the importance of system ar- 
chitecture studies, SDIO late in 1984 awarded 
contracts to 10 teams of military systems anal- 
ysis contractors to provide competing analy- 
ses at a price of $1 million each. On the basis 
of that competition, five teams were chosen 
for $5-million, "Phase II" architecture studies, 
which were largely completed in mid-1986. In 
addition, a sixth contractor provided SDIO 
with analytic support to synthesize the find- 
ings of the five competitors into a "reference 
architecture" to help guide SDI research. As 
of this writing, the five Phase II teams had 
been awarded additional contracts to continue 
some analytic work common to all and to per- 
form some tasks unique to each. Their reports 
were due at the end of January 1988.1 It had 

1 Three other sets of "architecture" contracts should also be 
noted. First, through the Air Force Electronic Systems Divi- 
sion, contracts were awarded to three firms to design battle 
management and communications systems for a BMD system 
with land- and space-based elements. This work necessitated 
definitions of more or less complete BMD system architectures, 
thus to some extent paralleling the work of the general system 
architecture contractors. The SDIO has subsequently attempted 
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been planned that the five would be narrowed 
to two competitors in a final phase, but that 
decision was postponed through 1987. Even- 
tually a single contractor team will be chosen 
to design a BMD system in detail.1 

to better coordinate the parallel work of the battle management 
systems analyses and the main system architecture studies. 

Second, the Army Strategic Defense Command awarded three 
other contracts for study of the battle management and com- 
munications systems for BMD composed primarily of ground- 
based components. Third, late in 1986 SDIO awarded seven 
contracts to teams composed of U.S. and European firms to 
begin designs of system architectures for European theater de- 
fense against intermediate-, medium-, and short-range ballistic 
missiles. 

'For the future, SDIO has proposed two new organizations 
for carrying out work on system architectures. One organiza- 
tion would be an "SDI Institute," •federally (and, specifically, 
SDIO) funded "think tank" to monitor the work on the actual 
system architecture to be proposed for deployment by SDIO. 
The Institute would be independent of particular defense con- 
tractors, thus reducing the possibility that the interest of cur- 
rent defense firms in selling hardware to the government would 
play a role in architecture designs. 

A second new organization is to be a "National Test Bed," 
which would be a network of computers, communications links, 
and some sensor hardware for simulating ballistic missile 
defenses. In some cases, the simulations would be purely con- 
ceptual, creating a computer "world" of BMD systems and offen- 
sive systems, and testing various assumptions about each. In 
other cases, this imaginary world might, with simulated incom- 
ing and outgoing data, test computer software actually intended 
for use in a real PWD system. In yet other ca«es, actual BMD 

This report will offer numerous examples 
from the findings of the system architecture 
contractors and of SDIO adaptations of such 
findings. With a few exceptions, we will not 
cite specific contractor sources for those ex- 
amples. OTA has not undertaken a systematic 
analysis and comparison of all the dozens of 
documents that emerged from the several con- 
tractor studies. Therefore, a few selected cita- 
tions might give an unfair impression of the 
overall performance of any given contractor. 
Our purpose here is to convey an understand- 
ing of the syslem architecture analysis proc- 
ess and to repoit some of the results—not to 
conduct management oversight of any Depart- 
ment of Defense (DoD) contractor. In addition, 
the system architecture work is continuing, 
and constant revision of previous findings is 
both udcessary and desirable. Thus any given 
conclusion might not reflect the current views 
of the particular contractor. 

hardware tests uiight be conducted, with data from the com- 
puters being fed into an actual test sensor system and the sen- 
sor system sending procrswd signals back into the computer 
simulation. If a full-scale F>MD system were deployed, the Na- 
tional Test Bed might then be used for simulated battle exer- 
cbes of the system. 

OVERVIEW OF SYSTEMS ARCHITECTURE ANALYSES 
Initially, each of the system architects un- 

dertook the same general task of designing 
BMD systems whose deployment might be- 
gin in the mid-1990s and that might evolve into 
more advanced systems after the year 2000. 
Each group produced designs that it believed 
could, when run/ deployed, provide near- 
perfect interception of Soviet ballistic missile 
reentry vehicles (RVs) forecast for deployment 
in the mid-1990s.' Each also argued, however, 

'A mid-1990s threat posed against a BMD system that could 
not be fully deploy«] until after the year 2000 is unrealistic. 
Not all architects used the same threat numbers for the same 
time frames. The architects did, however, project this "base- 
line" threat into larger numbers of reentry vehicles and decoys 
for later years. They also ran "excursions" on the baseline threat 
to explore the impacts of la', ger and smaller threats on defense 
effectiveness. The excursions into larger threats, with one ex- 
ception, do not generally appear in tne summary documents 
produced by the contractors. 

that lesser percentages of interception would 
achieve desirable military goals along the lines 
described in chapter 2 of this report. 

Goal Specification 

As part of their analyses, the architects used 
computerized strategic nuclear exchange 
models (see next section on this topic) to simu- 
late the numerical results of hypothetical nu- 
clear wars between the United States and the 
Soviet Union. These simulations assumed vari- 
ous levels of defense capability on the two sides 
(in general the projected offensive capabilities 
for the mid-1990s were assumed at this stage) 
for the purpose of showing what differences 
those defenses might make. 
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From these simulations, the analysts drew 
conclusions about how defenses might contrfr ■ 
ute to the goals of security and strategic sta- 
bility. In chapter 2, we described the kinds of 
measures used to define BMD effectiveness. 
In this chapter we will further describe some 
of the assumptions thr', went into and conclu- 
sion» that came ouf. of these strategic exchange 
simulations. 

Threat Definition 

A preliminary step to running the strategic 
exchange simulations was to state the Soviet 
offensive threat that BMD systems would be 
designed to counter. The starting point was 
an PDIO-supplied projection of the offensive 
missile forces the Soviets might have in the 
mid-1990s, 'from this starting point, the ar- 
chitects made varying "excursions," positing 
possible future Soviet missile developments 
and deployments. In addition, they hypothe- 
sized various types and numbers of anti-satel- 
lite weapons that the Soviets might conceiva- 
bly deploy to attack space-based components 
of BMD systems. 

Subsequently, and under different program 
managers, SDIO began a "Red Team" pro- 
gram to attempt to anticipate possible Soviet 
response3 to U.S. BMD deployments. A ma- 
jor project of this program has been to bring 
together groups of experts to attempt to de- 
sign plausible Soviet countermeasures to the 
technologies under consideration in other parts 
of SDIO. These potential couniermeasures are 
then presented to SDIO "Blue Teams" so that 
they can adapt their technology research and 
system designs accordingly. 

In mid-1987, SDIO presented to the Defense 
Acquisition Board a proposal to proceed with 
"concept demonstration and validation" 
("Milestone I") for the first phase of a "Stra- 
tegic Defense System" (BMD system) to be 
deployed in the mid-1990s. This presentation 
included an officially approved "threat" 
description for that period. 

In reviewing DoD proposals for any BMD sys- 
tem, Congress should understand whether the 
Dfficially assumed Soviet threat is "responsive" 

—i.e., whether it reflects plausible couniermeas- 
ures that the Soviets could have taken by the 
time the BMD system were full deployed. 

System Requirements 

In showing what numbers of nuclear weap- 
ons would have to be intercepted to provide 
various levels of protection for different types 
of targets (cf. ch. 2). the strategic exchange 
models also yielded basic requirements for stra- 
tegic defense system performance. Additional 
"end-to-end" computer simulations helped de- 
fine requirements for interception at each stage 
of flight. 

(In SDIO presentations accompanying mid- 
1987 proposals for an initial, less effective 
BMD system, this process was reversed. First, 
a number of warheads to intercept was estab- 
lished, then the strategic goals that might be 
served analyzed afterward.) 

Systems Designs 

The system architecture contractors de- 
signed BMD systems intended to intercept a 
very high percentage of the projected missile 
threat. The working assumption was that early 
stages of BMD deployment would be stepping 
stones to the ultimate goal of protecting cit- 
ies and people from nuclear ballistic missile at- 
tack. The designs were not optimized to less 
ambitious goals. For example, systems that 
might protect hardened missile silos but could 
not serve as elements of city defenses were not 
considered. Systems designed from the outset 
to preserve nuclear deterrence might well look 
materially different from those designed to re- 
place it altogether. 

Each architect was asked to design: 

1. a system that was both space-based and 
ground-based; 

2 one that was primarily ground-based; and 
3. one that was intended primarily for de- 

fense of U.S. allies against intermediate 
and shorter range ballistic missiles. 

In the second phase of system architecture 
contracts, analysts placed greatest emphasis 
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on the first type of systenc. f-cmewhat less on 
the second, and k?st on the third. Each archi- 
tect considered systems that might be deploy- 
able in the mid-1990s, but each also offered con- 
cepts for more advanced systems that might 
be deployed against more advanced Soviet 
offensive systems out to the year 2015 or so. 
For each case, analysts identified counler- 
countermeasures intended to neutralize Soviet 
attempts to penetrate or directly attack the 
BMD system. 

The details of the systems designs (for ex- 
ample, a given type and number of space-based 
rocket interceptors) were built into simulation 
models that expanded on the nuclear exchange 
models described above. These "end-to-end" 
simulations represented the details of inter- 
cepting ballistic missiles throughout all phases 
of flight, from rocket boost to warhead reen- 
try. Some of the results of these "end-to-end" 
simulations are discussed below. These models 
also aided "tradeoff analyses of various types 
of BMD system components arranged in vari- 
ous configurations. The models were also used 
to evaluate excursions in the technological re- 
quirements forced by particular types of So- 
viet anti-BMD countermeasures. 

Technological Requirements 

The architects quantitatively analyzed the 
relative costs and effectiveness of various ap- 
proaches to each defensive task. For example, 
an analysis might examine trade-offs between 
highly capable missile-tracking sensors on a 
few high altitude satellites and less capable 
sensors on many more low-altitude satellites. 

Many of these "trades" are discussed in sub- 
sequent chapters of this report. 

Operational Requirements 

Because system designs are still preliminary, 
it is difficult to specify their exact operational 
requirements. The system architects did at- 
tempt to estimate the continuing space trans- 
portation and maintenance requirements for 
space-based systems over their lifetime Other 
SDI programs are conducting research on the 
logistics of maintaining various space-based 
and ground-based systems. 

Costs 

In general, system architects estimated 
costs for their nearer-term, "interim" designs— 
those not including directed-energy weapons 
for boost-phase missile interception. These sys- 
tems were estimated to cost on the order of 
$200 billion, depending on the projected need 
to respond to various types of Soviet counter- 
measure. Costs of complementary air defense 
systems were not included. It should be rec- 
ognized that, given the conceptual nature of 
the architectures, accurate cost-estimating is 
virtually impossible at this stage. It does ap- 
pear that, with thousands of space platforms 
envisaged, considerable changes would be 
needed in the way such equipment is now de- 
signed and manufactured if space-based BMD 
systems were ever to be affordable. In addi- 
tion, a major new space transportation system 
would have to be designed, developed, manu- 
factured, and deployed. 

NUCLEAR FORCE EXCHANGE MODELS: 
DERIVING REQUIREMENTS FROM GOALS 

The SDI system architects—and several 
other groups as well—have run several types 
of strategic nuclear exchange computer simu- 
lations to try tc show how defenses might af- 
fect the U.S.-Soviet nuclear balance. These 

simulation models assume various U.S. and So- 
viet offensive nuclear force levels, beginning 
with U.S. Government estimates for 1995. 
Then they assume various strategic targeting 
plans on the two sides and analyze how the 
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attempted execution of those plans might be 
affected by various levels of defense capabil- 
ity on the two sides. 

The intermediate measure of defense effec- 
tiveness is usually the percentage of nuclear 
warheads intercepted or its complement, the 
number of "leakers." The models translate the 
numbers of ieakers in varice s> cases into num- 
bers or percentages of different types of tar- 
gets surviving the attack. (For examples of 
such target types, see ch. 2, box 2A.) Each 
type of target, in turn, is given a different 
weight based on judgments about how U.S. 
and Soviet leaders might value them. Thus the 
numbers of different types of targets surviv- 
ing are translated into "surviving strategic 
value."4 The percentage of surviving strate- 
gic value on the two sides is then linked with 
particular strategic goals. (For a discussion of 
goals for BMD and ways of measuring BMD 
effectiveness, see ch. 2.) In some cases, "leak- 
age" rates were linked (via asset survival ex- 
pectations) to strategic goals to show what 
kind of BMD system performance would be 
needed given a particular assumed level of 
offensive threat (for example, see table 3-1). 

Some Conclusions Drawn From 
Nuclear Exchange Models 

Strategic Goals and Defense Leakages 

The system architects' strategic nuclear ex- 
change simulations provide a useful basis for 
studying BMD performance goals. However, 
because each architect used a different com- 
puter model and different assumptions for the 
sizes and compositions of future U.S. and So- 
viet offensive nuclear forces, the results are 
difficult to compare. 

With that important qualification, here are 
some conclusions drawn frequently (but not 
universally) by the different system architects. 
First, for a mid-1990s Soviet strategic nuclear 

'In these models the Soviets are assumed to have a larger 
number of strategic targets than the United States, and the 
Soviet targets are assumed to be harder to destroy. Part of the 
difference is due to the existence of numerous nuclear-hardened 
shelters for Soviet political leaders; see Soviet Military Power. 
1987, (Wash? .gton, D.C.: Department of Defense) p. 52. 

threat, a BMD system that allowed a few thou- 
sand Soviet RVs to penetrate into the United 
States might complicate Soviet attack plans, 
but probably would not stop them from de- 
stroying most of their chosen targets.* 

In support of SDIO's mid-1987 proposal for 
an initial BMD system, other SDIO contrac- 
tors argued that a strategy of "adaptive 
preferential defense" might prevent the 
Soviets from destroying as high a percentage 
of certain sets of targets as they would wish 
(as estimated by U.S. analysts). 

A system that allowed fewer Soviet RVs to 
leak through would begin to deny the Soviets 
certainty of destroying many of the military 
targets that their planners might have desig- 
nated. But if the Soviets chose to concentrate 
on economic targets in the United States, they 
might stül be able to deny the United States 
the possibility of economic recovery from the 
nuclear war. (Compare this finding with the 
second set of projections in table 3-1.) 

With yet lower leakage, the Soviets could 
still inflict immense damage on the United 
States. Note, for example, that 10 percent of 
an attack with 10,000 nuclear weapons would 
still result in 1,000 nuclear weapons explod- 
ing in the United States. But since the Soviets 
could not be sure which 1,000 of the 10,000 
launched would reach which targets, confi- 
dence in achieving precise attack goals on a 
given set of targets would be low. 

Analyses also seem to show that if the 
United States had a relatively highly effective 
BMD system against a mid-1990s Soviet threat 
while the Soviets had no BMD, the Soviets 
would improve their relative strategic situa- 
tion more by adding defenses to limit damage 
to themselves than by adding offensive weap- 
ons in hopes of increasing the damaj;* they 
could inflict on the United States.6 In att empt- 

' The exact percentages in this conclusion and the others be- 
low were apparently classified hy the system architecture con- 
tractors because the computer simulations from which they were 
derived include classified estimates of U.S. and Soviet military 
capabilities. 

• This conclusion assumes that the addition of offenses could 
not improve the leakage rate-the same percentage of every 
added group of warheads would be intercepted. This is not nec- 
essarily a valid assumption: much woulo -«epend on the compo- 
sition of the offensive and defensive forces on the two sides 
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Table 3-1.—Two Perspectives on BMO Effectives» and Strategic Goals 

Soviet warheads 
lecking through Expected Strategie consequences 

Fewer 

A. On» system architect'» atrattale axchanga modol and conclusion** ^ 
Many Increase in Soviet attack planning uncertainties. They are forced to launch all their strategic forr.es at 
ionce or reduce their military objectives. A strategic exchange would result In nore losses to Soviets 

than to the Uniteo States. 
The Soviets could no longer reliably achieve the military goals of a strategic nuclear attack while 
maintaining a secure reserve of missiles for later attacks. Preserves full ,-enge of U.S. strategic offen- 
Isive force retaliatory flexible response options. Each new Soviei ballistic missile has only a fractional 
chance ot being useful. 
Survival of a large portion of the population and industrial base, a high proportion of military targets 
other than strategic offensive forces, and sufficient strategic offensive forces to preserve full range of 
U.S. retaliatory flexible response options. If Soviets attack only other military targets (not strategic 

I offensive forces), medium-high survival of those assets. 
1 Would preserve the full range of U.S. "flexible response" options In war with the Soviets even If 
* Soviets devoted entire attack to U.S. strategic offensive forces (presumably only If Soviets do not have 
| comparable BMO capability—OTA). 
I Assured survival of the Nation as a whole: 3 to 5% U.S. casualties In population attack. 

Extremely few    Assured survival: Soviet ability to put U.S. population at risk Is negligible; the United States needs no 
strategic nuclear retaliatory capability. 

Assumptions:       • Mid-1990s projections of Soviet and U.S. strategic forces. 
• Effectiveness of Soviet BMD not specified. 
• Status of air defenses not specified. 

* '.■' -i 

Alternate analysis: As U.S. strategic defenses improved, an option for the Soviets would be to change their offensive target 
priorities to maintain a deterrent "assured destruction' capability. Instead of concentrating their forces on hardened missile 
silos for example, they might concentrate them on key military industries or other economic targets; they might even focus 
on cities per se. Various non-SDIO analysts have previously calculated potential consequences of such nuclear attacks, as 
indicated below.  
B. II th» Soviets ntargmtad to maintain atsund tfMr/uc-Mon   

The Soviets attack industries in the 71 largest U.S. urban areas; the equivalent of 500 1-megaton and 
200 to 300 100-kiloton weapons get through. Of th.e U.S. population, 35 to 45 percent Is killed or In- 
jured; 60 to 65% of U.S. industry is destroyed." 
The Soviets attack Industries in the 71 largest U.S. urban areas; the equivalent of 100 1-megaion and 
200 to 300 100-kiloton weapons get through. From prompt blast and radiation effects, 20 to 30V. of 
U.S. population is killed or injured; 25 to 35% of U.S. industry Is destroyed.' 
Case 1: The Soviets attack 77 U.S. oil refineries; the equivalent of 80 1-megaton weapons get through. 

From prompt blast and radiation effects, 5 million Americans die. The U.S. economy is 
crippled.0 

Case 2: The Soviets attack 100 key military-industrial targets with the equivalent of 100 1-megaton 
weapons. Three million die of blast and radiation effects, another 8 million from fires; dead 
and injured total 10 to 16 million* 

Case 3: The Soviets attack 100 U.S. city centers with the equivalent of 100 1-megaton weapons. Four- 
teen million die from blast and radiation effects alone, a total of 42 million die from blast, radi- 
ation, and fires; total dead and injured are 32 to 51 million.' 

• Total Soviet strategic attack of 10,000 weaoons. 
• Air defenses equally effective as BMD. 

10% 

3% 

1 to 2% 

Assumptions: 

«Adaoted from Martin Marietta Aerospace analyees. Percentegee ot weapon IHklng am) aaaata surviving delated lor security claaaltlcation leaeons. 
"From U S Congreee. Economic end So** Coneeouencea ot Nuclear Attacks on the Unittd Silt, A Study Prepared tor the Joint Commltteeon Catenae Production. 

Publlehed by the Committee on Banking, Mouelng, and Urban Affaire, U S. Senate (WaaNngton, O.C.: U.S. Government Printing Office. 1979), pp. 4-14. 

<Wi U S Conoreaa Office of Technology Aseessment. The Effects of Nuclew War (Washington. D.C.: U.S.Govemment Printing Office. May. 1ST»), pp. 64». Calcula- 
tions on casualties were performed for OTA oy the the U S Defense Civil Defense Preparedness Agency. About 1» 500-klloton weapons would have the same blast 
effects as 80 1-megaton weapons, but the pattern of distribution of blast might In tact do more damage „  , .„ „    « . « ci~4i„„. 

•William Dauoherty et al "The Conaequeneea ot 'limited' Nuclear Attacke on the United Steles." Infrmstlonal Security, eprlng 19SS (vol. 10. No. 4), p. S. Findings 
baaed on the authors' computer almulatlona. About ISO 500-klloton weapons have about the same Meat effeele aa 100 1-megaton weapons 

'ibid. 
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ing to assess the effect on deterrence of vari- 
ous levels of defense, the strategic analysts 
compared the amount of damage the Soviets 
might suffer (as a weighted percentage of given 
types of targets) with the amount the United 
States might suffer. Differences in surviving 
(value-weighted) percentages of military tar- 
gets were assumed to confer strategic advan- 
tages or disadvantages that would affect So- 
viet decisions about how to respond to U.S. 
weapon deployments, whether to go to war, 
or whether to escalate a conflict to nuclear ex- 
change. 

Even very low leakage of the BMD system 
(and assuming comparable leakage of air- 
breathing nuclear weapon delivery vehicles) 
could still kill several million Americans, if that 
were the Soviet objective. (Note that the alter- 
native projections in table 3-1 suggest higher 
possible casualties.) This level of protection 
(given the mid-1990s projected nuclear threat) 
might assure survival of the United States as 
a functioning nation, but would not assure sur- 
vival of the whole population. Most of the sys- 
tem architects appeared to believe that in the 
long run they could design systems capable 
of keeping out a very high percentage of So- 
viet ballistic missile RVs (assuming the mid- 
1990s projected threat); none appeared to be- 
lieve that leakage levels compatible with "as- 
sured survival" of the U.S. population would 
be possible without negotiated limitations of 
Soviet offensive nuclear forces. 

U.S.-Soviet Asymmetries 

With varying degrees of clarity, the system 
architects' use of nuclear exchange models 
brought out the current—and likely future— 
asymmetries between U.S. and Soviet offen- 
sive nuclear forces. The Soviet Union has more 
ballistic missile RVs than the United States. 
More of the Soviet RVs are based on land than 
on submarines, while the reverse is true of the 
U.S. RVs. The United States has more strate- 
gic nuclear bombers and air- and sea-launched 
cruise missiles than the Soviet Union, while 
the Soviet Union has a more extensive air de- 
fense system than the United States. 

If the Soviet Union had ballistic missile 
defenses comparable to those of the United 
States, the net effect of trying to defend our 
land-based missiles against a Soviet strike 
would be to reduce the U.S. ability to carry 
out planned retaliatory missions. Here is why. 
If defended, a sizable number of U.S. land- 
based missiles that might otherwise have been 
destroyed on the ground might survive a So- 
viet offensive strike. On the other hand, they 
would then have to survive defensive attacks 
as they attempted to carry out their retalia- 
tory missions against Soviet territory. In addi- 
tion, the U.S. submarine-launched missiles 
(SLBMs), which would not benefit from the de- 
fense of land-based missiles, would also have 
to face Soviet defenses. Furthermore, if the in- 
tercepted SLBMs were aimed in part at So- 
viet air def onse assets, such as radar sites, the 
ability of U.S. bombers and cruise missiles to 
carry out their missions might also be im- 
paired. 

Besides the asymmetries in weapons, there 
are asymmetries in targets on the two sides. 
The Soviet Uuion, for example, reportedly has 
more than 1,500 hardened bomb shelters for 
its political leadership. The Soviets also are 
said to spend copious sums on other types of 
civil defense. The combination of passive de- 
fense measures and BMD might do more to 
protect valued Soviet targets than BMD alone 
would to protect valued U.S. targets. 

Given the asymmetries in U.S. and Soviet 
weapons and defenses, then, the net effect of 
mutual deployments of comparable levels of 
defense could be to weaken, not strengthen 
deterrence—if deterrence were still measured 
primarily by the penalty that we could impose 
on Soviet aggression through nuclear retalia- 
tion. (If deterrence were measured by denial 
to the Soviets of some attack goals other than 
reiucing damage to the Soviet Union, then de- 
terrence might be strengthened.) 

The United States might compensate for 
U.S.-Soviet asymmetries in three ways: 

1. The United States could attempt to build 
and maintain BMD that was notably su- 
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perior to that of the Soviet Union so that 
a greater proportion of the smaller U.S. 
ballistic missile force could be expected 
to reach its targets. This was the recom- 
mendation of at least one of the SDI sys- 
tem architects, who argued that until very 
high defense effectiveness levels had been 
reached, equal defensive capabilities on 
the two sides might confer an exploitable 
strategic advantage on the Soviet Union 
(SDIO officials disagree with this 
assessment}. 

2. The United States could attempt to main- 
tain and improve the ability of its air- 
breathing weapons (bombers and cruise 
missiles) to penetrate Soviet air defenses 
so that the loss in effectiveness of our bal- 
listic missiles was offset by the other 
means of nuclear delivery. This course was 
assumed in the calculations of a second 
system architect. 

3. If U.S. strategic defenses against all types 
of nuclear threat (air-breathin»; as well as 
ballistic missile) could be made extremely 
effective, we might not care about imbal- 
ances in punitive abilities on the two sides; 
the Soviets would have little or nothing 
to gain by threatening nuclear attack. 
Then, even a minimally destructive retal- 
iatory ability on the U.S. side should fully 
deter the Soviets from even contemplat- 
ing attack. This was the ultimate goal hy- 
pothesized by all the system architects. 
(It should be noted that most, though not 
all, analysts believe that this kind of de- 
terrence now exists. If so. BMD would not 
significantly reduce the risk of nuclear 
war.7) 

However, some would argue that future So- 
viet "counterforce" capabilities, plus Soviet 
civil defense and perhaps active (BMD and air 
defense), could reduce prospective Soviet dam- 
age to levels acceptable to them. A U.S. BMD 
system, it is argued, would either maintain the 

survivability of the U.S. deterrent, or equal- 
ize the prospective damage on the two sides, 
or both. 

In sum, the force exchange models employed 
by some of the SDI system architects seem to 
show that BMD performance levels must be high 
to substantially alter the current U.S.-Soviet 
strategic nuclear relationship: 

• Some increments of uncertainty could be im- 
posed on Soviet planners by defenses able 
to intercept about half the Soviet missile 
force. If an "adaptive preferential defense" 
strategy could be executed, significant frac- 
tions of some sets of "point" targets might 
be protected. 

• The ability to intercept a high percentage 
of all Soviet strategic nuclear weapons in- 
cluding air-breathing ones (assuming threats 
projected for the mid-1990s) might actually 
deny the Soviets the ability to destroy many 
military targets. 

• However, at such levels of defensive capa- 
bility, because of asymmetries in U.S. and 
Soviet strategic postures, U.S. missile and 
air defenses might have to perform conspic- 
uously better than Soviet defenses to pre- 
vent the Soviets from holding an apparent 
strategic advantage.1 

• The design of a system that could, in the 
long term, protect U.S. dties from poten- 
tial nuclear destruction seems infeasible 
without sizable, presumably negotiated, re- 
ductions in Soviet offensive forces. 

At the conclusion of this c) apter, we return 
to the subject of nuclear force exchange models 
to indicate the scope of future work OTA be- 
lieves should be carried out if a decision on 
BMD development and deployment is to be 
considered fully informed. 

That is. p van the threat of retaliatory punishment it would 
be highly irrational for the Soviets to start a nuclear war. In 
this view, whatever calculations the Soviets may make about 
the "military effectiveness" of their ballistic missiles, the price 
(in damage to the Soviet Union) would be too high to justify 
a nuclear attack. 

'However, if the United States maintained a substantial 
bomber-cruise miosile threat, if Sovir i. air defenses were ineffec- 
tive, and if the Soviets did not pose 'i substantial bomber-cruise 
missile threat to the United States, such a Soviet advantage 
might be avoided. 
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Limitations of Nuclear Force 
Exchange Models 

Although force exchange analysis is impor- 
tant, applying the results of the analyses re- 
quires extreme caution. The greatest danger 
lies in accepting the numbers generated by the 
computer as representing reality: they do not. 
The verisimilitude of a computer simulation 
can only be checked by comparisons with meas- 
ured results in the real world that the model 
is trying to simulate. There has never been— 
and we all hope there will never be—a real nu- 
clear war to calibrate the correctness of nuclear 
force exchange models. 

Instead, such models combine what is known 
or estimated about the characteristics of weap- 
ons and potential targets on each side with a 
myriad of personal, even if carefully consid- 
ered, judgments about how nuclear attacks 
would take place and what the immediate phys- 
ical results might be. If national leaders are 
to make wise use of the outcomes of such ana- 
lytic models, they need to judge whether they 
agree with the assumptions that go into the 
models (see table 3 2). 

Aside from the many subjective judgments 
that must go i ato force exchange models, there 
are other aspects of the real world that cannot 
be included in a quantitative computer simu- 
lation. The models generally include estimates 
of prompt casualties from nuclear attacks, but 
they do not even attempt to account for the 
longer term medical, social, political, and eco- 

Tabls 3-2.—Judgmental Assumptions in Nuclear Force 
Exchange Models 

• Soviet valuation of Soviet targets 

• Estimation of U.S. targets selected by Soviet planners 

• Priorities Soviets would attach to dest.t>ying particular 
targets 

• Soviet estimates of the reliabilities and capabilities of their 
weapons 

• Soviet estimates of the reliabilities and capabilities of U.S. 
weapons 

• U.S. estimates of the reliabilities and capabilities of U.S. 
weapons 

• U.S. estimates of the resistance or vulnerability to nuclear 
attack of various Soviet targets 

» Estimates of casualties on both sides from nuclear attacks 
SOURCE: OH«* of Tachno' «y AtMurmnt. IMS. 

nomic consequences of nuclear war. Computer 
simulations also abstract strategic calculations 
out of political context. We can only guess, 
with varying degrees of informed judgment, 
under what circumstances the Soviets would 
contemplate starting or risking nuclear war. 
We do not know how leaders on either side 
would actually behave in a real nuclear crisis. 
We do not know, in particular, how and to what 
degree their decisions would be affected by mil- 
itary planners' strategic exchange calculations. 

In sum, nuclear force exchange models can 
serve as a useful tool for thinking about the 
goals we might use BMD to pursue. But they 
cannot demonstrate as scientific fact that 
those goals will be accomplished, nor can they 
offer certainty that the effects of deploying 
BMD would fulfill predictions. 

SYSTEM DESIGNS AND END-TO-END MODELS 
Force exchange models such as those de- 

scribed above can help analysts estimate how 
many nuclear weapons a BMD system must 
intercept to achieve various levels of protec- 
tion. In this way, decisionmakers can set the 
overall requirements for BMD performance. 
Much more detailed analysis is needed to evalu- 
ate systems designed to meet those re- 
quirements. 

This kind of analysis begins, as do force ex- 
change analyses, with projections of the So- 
viet missile threat during the period fcr which 
one expects to have BMD deployed. In this 
case, however, analysts must consider more 
than the destructive capabilities of the offen- 
sive missile threat. Analysts must also esti- 
mate the precise technical performance of the 
missiles, the numbers of each type, and the tac- 
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tical plans under which the Soviets might 
launch them. In addition, the analysis has to 
include possible changes in Soviet offensive 
forces* in response to U.S. BMD deployments. 
Among the techniques used for this kind of 
analysis are "end-to-end" computer simula- 
tions, which model both the offensive attack 
and the roles of each type of BMD component, 
from the sensor that first detects an enemy 
missile launch to the last layer of interceptors 
engaging reentry vehicles as they approach 
their targets. 

As table 3-3 indicates, an ICBM flight in- 
cludes four broad phases: the boost, post-boost, 
mid-course, and reentry or terminal. System 
architects for SDI have proposed ways of at- 
tacking ballistic missiles in all phases. 

Space- and Ground-Based Architectures 

Suggested components and functions of a 
multi-phase BMD system are outlined in ta- 
bles 3-4 and 3-5. (Chs. 4 and 5 examine the tech- 
nology for many of these components in con- 
siderable detail.) The SDI system architects 
subdivided the primarily space-based architec- 
tures into nearer- and farther-term BMD sys- 

'Including offensive countermeasures such as decoys and de- 
fense suppression measures such as anti-satellite weapons. 

terns, with the nearer-term systems envisaged 
as evolving into the farther-term systems as 
the Soviet missile threat grows and as more 
advanced BMD technologies become available. 
Except for the projected timing, the architec- 
ture in table 3-4 reflects SDIO's proposal in 
mid-1987 for a first-phase "Strategic Defense 
System." The design would also be intended 
to lay the basis for expansion into phase two 
and th.es tystems. 

The architectures in table 3-5 draw on infor- 
mation provided by SDIO, but do not consti- 
tute their—or anyone else's—specific proposal 
for what the United States should plan to de- 
ploy. Instead, the examples provide a frame- 
work for analyzing how the parts of a future 
BMD system would have to fit together to try 
to nie '. the requirements set for it. The tables 
do include the leading candidates for sensors, 
discrimination, and weapons described by the 
system architects. The projected dates in the 
tables reflect OTA rather than SDIO estimates 
for the earliest plausible periods over which 
each phase might be deployed if it were proven 
feasible. 

The SDI system architects subjected their 
various BMD constructs to detailed computer 
simulations. (These are called "end-to-end" 
simulations because they attempt to model 

Tab!« 3-3.—Phases ol Ballistic Missile Trajectory 

Phase Duration Description 
Boost Several 10s to 100s of seconds* 

Post-boost 10s of seconds to 10s of 
minutes" 

Mid-course About 20 minutes (less for 
SLBMs) 

Reentry 30 to 60 seconds 

Powered flight of the rocket boosters lifting the missile 
payload into a ballistic trajectory 

Most ICBMs now have a "post-boost vehicle" (PBV), an 
upper guided stage that ejects multiple, independently 
targetable reentry vehicles (MIRVs) into routes to their 
targets. If these RVs are to be accompanied by decoys to 
deceive BMD systems, the PBV will dispense them as 
well. 

RVs and decoys continue along a ballistic trajectory, several 
hundred to 1,000 kilometers up in space, toward their 
targets. 

RVs and decoys reenter the Earth's atmosphere; lighter 
decoys first slow down in the upper atmosphere, then 
burn up because of friction with the air; RVs protected 
from burning up in friction with the air by means of an 
ablative coating; et a preset altitude, their nuclear 
warheads explode.  

■Now In the hundred« of eeeonos. In the future boott tlmea may M greatly reduced. 
bPo*t-boott diaperseJ tlma» may alao ba »hortanad. though parhap* with penalties In payload, numbare of mM-courea decoys, and accuracy. 

SOURCE: OMIce of Technology Aeeeaement, 1968. 
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Component 

Table S-4.—SDIO's Phast OPS Sp*ce- and Ground-Based BMD Architecture 

Number Description "unction 
Flntphase (approxlmtfly 19952000): 
Battle Management Variable 

Computers 

Boost Phase 
Surveillance and 
Tracking Satellite 

Several at high altitude 

Space-based Interceptor   100s at several 100s of 
Carrier Satellite km altitude-. 

Probe 

or 

10s 

Space Surveillance and     10s 
Tracking System 
or 

Space-based Interceptor 
Carrier Satellites 

Exo-atmospheric 
Interceptors (ERIS) 

100s 
1000s on ground-based 

rockets 

May be carried on sensor 
platforms, weapon platforms, 
or separate platforms; ground- 
based units may be mobile 

Infrared sensors 

Each would carry about 10 small 
chemical rockets or "SBIs"; 
might carry censors for 
tracking post-bcost vehicles 

Ground-launched rocket-borne 
infrared sensors 

Satellite-borne infrared sensors 

Satellite-borne infrared sensors 
Rockat booster, hit-to-kill 

warhead with In'rared seeker 

Coordinate track data; control 
defense assets; select 
strategy; select targets; 
command firing of weapons 

üetect ballistic or ASAT missile 
launches by observing not 
rocket plumes; pass 
information to tracking 
satellites 

On command, launch rockets at 
antisa'ellite weapons 
(attacking BMD system), 
boosters, possibly FSVs. 

Acquire RV tracks, pass on to 
ERIS Interceptors 

Cued by satellite-borne or 
rocket-borne infrared sensors, 
home In on and collide with 
RVs in late mid-course 

SOURCE Offica ol Technology Assessment. 1988. 

BMD performance from booster launch to fi- 
nal RV interception.) Such simulations help 
show the interdependence of the system com- 
ponents and the requirements posed for the 
technologies that go into them. These analy- 
ses show that, at least in the long run, inter- 
cepting a substantial portion of the missiles 
in the boosi phase and early post-boost phase 
would be essential to a highly effective BMD 
system. This conclusion follows from the fact 
that 1,000 to 2,000 boosters could dispense 
hundreds of thousands of decoys that would 
greatly stress mid-course interception.10 

The system architects noted that this boost- 
phase interception task would eventually (bar- 
ring sizable offensive arms limitations) have 
to be accomplished by means of directed-ener- 

"SDIO officials point out that an arms control agreement re- 
ducing offensive forces would make the defensive job easier and 
cheaper. On the other hand, the Soviets may not be persuaded 
to enter into such an agreement unless they can be shown that 
potential defensive options would make offensive countenneas- 
ures on theii part futile. 

gy weapons, rather than by the space baaed 
interceptors (SBIs) envisaged for the firet 
stage of BMD deployments. The speed-of-hght 
velocity of directed energy would be needed 
because the development of faster-burning 
rocket boosters and faster-dispensing post- 
boost vehicles (PBVs) would eventually per- 
mit Soviet missiles to finish their boost phases 
before the space-based interceptors (SBis) 
could reach them. 

The SDIO contends, however, that intercep- 
tion of PBVs may suffice to meet SDI goals. 
Although a fast-burn booster would burn out 
inside the atmosphere, the ?BV must clear the 
atmosphere to dispense light-weight decoys. 
It then would be vulnerable to SBIs. If SBI 
interception of PBVs were adequate, directed- 
energy weapons might not be necessary. If suc- 
cessfully developed, though, they might prove 
more cost-effective. 

The interplay of offensive and defensive tech- 
nologies is discussed in more detail in chap- 
ters 6,10, and 11 of this report. 
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Table 3-5.—OTA's Projections of Evolution of Ground- and Space-Based BMD Architecture 

Component                                  Number                               Description                                     Function 
Second phaaa (approximately 2000-2010) raplaca Hrat-phaaa eompormnte and add: 
Airborne Optical 10s in flight Infrared sensors 

System (AOS) 

Ground-based Radars       10s on mobile platforms   X-band imaging radar 

High Endo-atmospheric 
Interceptors 

Space Surveillance and 
Tracking Satellite 
(SSTS) 

Space-based Interceptor 
Carrier 

Space-based Neutral 
»article Beam (NPB) 

Detector Satellites 

1000s 

50-100 at few 1000s of 
km. 

1000s at 100s of km 
altitudes 

10s to 100s at altitude 
similar to SSTS 

100s around particle 
beam altitudes 

Rocket with infrared seeker, non- 
nuclear warhead 

High-resolution sensors; laser 
range-finder and/or imaging 
radar for finer tracking of 
objects; 

May carry battle management 
computers 

Each carries about 10 small 
chemical rockets or "KKVs"; 
at low altitude; lighter and 
faster than in phase one 

Atomic particle accelerator 
(perturber component of 
interactive discrimination; 
additional sensor satellites 
may be needed) 

Sensurs to measure neutrons or 
gamma rays from objects 
bombarded by NPB; 
transmitters send data to 
SSTS and/or battle 
management computers 

Third phaaa (approximately 2005-2115), nplaea aacondphaaa component» and add: 
Ground-based Lasers, 

Space-based Mirrors 
10s of ground-based 

lasers; 10s of relay 
mirrors; 10s to 100s 
of bai; •■" v.lrrors 

Several laser beams from each 
of several ground sites bounce 
off relay mirrors at high 
altitude, directed *o targets by 
battle mi.rors at lower 
altitudes 

Track RVs and decoys, pass 
Information to ground battle 
management computers for 
launch of ground-based 
interceptors 

Cued by ACS, track RVs as they 
enter atmosphere; discriminate 
from decoys, pass information 
to ground battle managers 

Collide with RVs inside 
atmosphere, but before RV 
nuclear detonation could 
cause ground damage 

Track launched boosters, post- 
boost vehicles, and ground or 
apace-launched ASATs; 

Track RVs and decoys, 
discriminate RVs from decoys; 

Command firing of weapons 

On command, launch rockets at 
anti-satellite weapons 
(attacking BMD system), 
boosters, PBVs, and RVs 

Fire hydrogen atoms at RVs and 
decoys to stimulate emission 
of neutrons or gamma rays as 
discriminator 

Measure neutrons or gamma 
rays emitted from RVs: heavier 
objects emit measurable 
neutrons or gamma rays, 
permitting discrimination from 
decoys 

Attack Boosters and PBVs 

SOURCE: Otllc« of Technology AtMMimnl, 1988 

Battle Management Architecture 

Specifying Battle Management Architecture 

Any BMD system architecture will contain 
a kind of sub-architecture, the "battle manage- 
ment architecture." The battle management 
design shows how BMD system components 
would be integrated into a single coordinated 
operating entity. The battle management soft- 
ware, which would direct the battle manage- 

ment computers and control the actions of the 
system, would carry the burden of integration. 
A communications system would transmit 
data and decisions among the battle manage- 
ment computers and between the computers 
and the sensors and weapons. 

The system would probably divide the vol- 
ume in which the battle would be fought into 
a set of smaller battle spaces. A regional or 
local battle manager would consist of the bat- 

l 
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tie management software and computer with 
responsibility for controlling the resources 
used to fight within a particular battle spate. 
The battle manager and the resources it con- 
trolled would be known as a battle group. The 
battle management architecture specifies the 
following: 

• the physical location of the battle man- 
agement computers and the nodes of the 
communications network; 

• the method for partitioning resources into 
battle groups so that battle management 
computers have access to and control over 
appropriate numbers and kinds of sensors 
and weapons; 

• a hierarchical organization that specifies 
the authority and responsibility of the bat- 
tle managers, similar to a military chain- 
of-command; 

• the role of humans in the battle manage- 
ment hierarchy; 

• the method used for coordinating the ac- 
tions of the battle managers through the 
battle management hierarchy and across 
the different battle phases so that hand- 
over of responsibility, authority, and re- 
sources between boost, post-boost, mid- 
course, and terminal phases would take 
place smoothly and efficiently; and 

• the organization of and the method used 
for routing data and decisions through the 
communications network, probably orga- 
nized as a hierarchy that would govern 
how the nodes of the network were con- 
nected. 

Battle management architectures proposed 
so far have varied widely in their approach to 
these issues. For example, some architects pro- 
posed placing their spuce-based battle manage- 
ment, computers on the same satellite plat- 
forms as the Space Surveillance and Tracking 
System (SSTS), some en the carrier vehicles, 
and some on separate battle management plat- 
forms; some proposed that the battle managers 
es hange track information only among neigh- 
bor battle managers at the same level of the 
battle management hierarchy, while others 
proposed that the same data also be exchanged 
between upper and lower levels; some ar- 
chitects permitted humans to intervene in the 
midst of battle to select different battle strat- 
egies while others allowed humans only to au- 
thorize weapons release. 

Table 3-6 describes two different battle man- 
agement architectures that are representative 
of those proposed. It shows th physical loca- 
tions of the battle managers, the criteria used 
for partitioning resources into battle groups, 
the data exchanged by the battle managers, 
the methods used for coordinating responsi- 
bility and authority between phases of the bat- 
tle, the degree to which human intervention 
would be allowed during battle, and the struc- 
ture of the communications network. 

Interaction Between B.ule Management 
and System Architecture 

Battle management architectural decisions 
would strongly affect the size, complexity, and 
organization of the battle management soft- 

Table 3-6.—Two Representative Battle Management Architectures 

Design by 
location of 
battle 
managers 
Dtt'gn I: 

SSTS 

O—Ign II: 

Carrier 
vehicles 

Partitioning criterion 
Data exchanged by 

battle managers 
Local battii groups 

assigned to cover 
specific Earth-based 
geographic areas 

Initially geographic, 
then by threat tube 
(the path along 
which a group of 
missiles travels) 

Object tracks 

Health (weapon status) 
Information 

Method of coordinating 
between battle phases 

Degree of 
human intervention 

SOURCE: Ottle» ol Technology AsMtsment, 1968 

Regional battle 
managers control 
hand-over between 
phases 

All battle managers 
use same criteria for 
target allocation, 
taking Into account 
locations of other 
battle managers 

Communications 
network organization 

Humans authorize 
weapons release at 
start of battle; can 
switch strategies 
during battle 

Humans authorise 
weapons release at 
•tart of battle 

Two-tiered hierarchy 

All nodes in llne-of- 
aight of each other 
are Interconnected 
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ware. Because of the close relationship between 
the battle management computers and the 
communications network, such decisions also 
would strongly affect the software that con- 
trolled the computers forming the nodes of the 
communications network. A good example of 
the interaction among system architecture, 
battle management architecture, and battle 
management and communications software is 
represented by the controversy over how 
widely distributed battle management should 
be. The two extremes of completely central- 
ized and completely autonomous battle man- 
agers and a range of intermediate options are 
discussed in both the Fletcher and Eastport 
group reports and considered in all the architec- 
tural studies." 

Physical Organization v. Conceptual Design 

Analyses often have reflected confusion be- 
tween the physical organization and the con- 
ceptual organization of the battle managers. 
The physical organization may be centralized 
by putting all of the battle management soft- 
ware into one large computer system, or be dis- 
tributed by having battle management com- 
puters on every carrier vehicle. Similarly, the 
software may be designed as: 

1. a single, central battle manager that con- 
trols the entire battle; 

2. a hierarchy of battle nranagers, with lo- 
cal battle managers each responsible for 
a small battle space, regional battle man- 
agers responsible for coordinating among 
local batt'e managers, and a central bat- 
tle manager coordinating the actions of 
the regional battle managers; or 

3. as a set of completely independent battle 
managers with no coordination among 
each other. 

Any of these three software designs might be 
implemented using either a centralized or dis- 

"Äeport of the Study on Eliminating The Threat Posed by 
Nuclear Ballistic Missiles. Vol. V. Battle Management, Com- 
munications, and Data Processing, October 1983. This was the 
only unclassified volume oftheFletcbfi commission report. See 
also "Eastport Study Group -A Ruf o.t to the Director, Stra- 
tegic Defense Initiative Organization" "fastport Study Group, 
Marina Del Rey, CA. 1385). 

tributed physical organization. Variations on 
the three designs, e.g., introducing more level? 
into the battle manager hierarchy, are possi- 
ble, but infrequently considered. 

The physical organization and the conceo- 
tual design would impose constraints on each 
other, and factors such as survivability and 
reliability would drive both. A widely distrib- 
uted physical design, involving many inde- 
pendent computers, would impose too heavy 
a synchronization and communications pen- 
alty among the physically distributed compo- 
nents of the software to permit use of a cen- 
tralized conceptual design: the attendant 
complications in the software would make the 
battle manager unreliable and slow to react. 
Physical distribution requires the battle man- 
agement software on each computer to be rela- 
tively autonomous. A system with completely 
autonomous battle managers would perform 
less well than a system with coiimunicating 
battle managers. Accordingly, even a widely 
distributed physical organization would likely 
require some communications and synchroni- 
zation among the battle managers. 

A centralized physical design might not pro- 
vide sufficient computer processing power for 
acceptable performance, but would signifi- 
cantly improve communications among the 
battle managers. The result might simplify the 
software development, and lead to greater soft' 
ware reliability. On the other hand, such an 
organization might result in a poorly surviva- 
ble system: if the central computer were dis- 
abled, the remainder of the aystem could not 
function. 

Integrating Battle Management Architecture 
With System Architecture 

Since the system architecture, physical bat- 
tle management organization, and battle man- 
agement software design affect each other, all 
should be considered together. The relation- 
ships and interfaces among the battle manag- 
ers should be defined either prior to or together 
with definition of the physical organization of 
the battle managers and their requirements for 
communication with each other and with sen- 
sors and weapons. As the Fletcher report 
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stated, "The battle management system and 
its software must be designed as an integral 
part of the BMD system as a whole, not as an 
apphque. " 

Most of the SDI eichitectures proposed so 
far have shown litda evidence of an integral 
design. Software design has been largely ig- 
nored, giving way to issues such as the loca- 
tion of the battle management computers and 
o™^"* for formim? battle groups. The 
SDIO has reported that it is attempting to bet- 
ter integrate overall system architecture 
studies and battle management studies in its 
current phase of system architecture contract- 
rng. However, the system proposed in mid-1987 
for demonsLiiion and validation" seemed to 
reflect no such integration. 

Some Important Results of the System 
Requirements and Design Work 

Systems analysis for SDI is still, necessarily 
at a preliminary stage. Its most valuable con- 
tribution so far has probably been the iden- 
tification of key issues that research would 
have to resolve satisfactorily before the Nation 
could make a rational decision to proceed to 
development and deployment of BMD. In par- 
ticular, the analyses have shown the following: 

Boost-Phase Interception 

Adequate boost-phase interception of mis- 
siles is essential to make the m'd-course and 
terminal interception problems manageable; 
otherwise, the offense has the opportunity to 
dep:oy so many decoys and other penetration 
aids, that they could swamp the other defen- 
sive layers. However, an adequate boost-phase 
interception may, over time, be countered by 
new offensive weapons and still have done its 
job: after deploying all the faster burning 
boosters and PBVs it could afford to counter 
the boost-phase defense, the offense may not 
be abb to deploy enough decoys to overwhelm 
the mid-couise defense. 

•Ibid. 

Ultimate Need for Directed-Energy Weapons 

As a corollary to the need for effective boost- 
phase interception, it will be important to have 
a credible long-term system design which in- 
cludes directed-energy weapons based in space 
to carry out boost-phase interception against 
boosters and PBVs that are too fast to be 
reached by kinetic energy weapons. Without 
such a credib'3 plan, the boost-phase intercep- 
tors would face fairly predictable obsolescence. 
(It is possible, however, to imagine the devel- 
opment of new SBIs able to penetrate the up- 
per atmosphere; if launched quickly enough, 
they could then reach some boosters.) 

Need for Interactive Discrimination 

Because of the potential for Soviet deploy- 
ment of hundreds of thousands of decoys that 
passive sensors may not be able to differenti- 
ate from RVs disguised as decoys ("anti-simu- 
lation"), mid-course interception is likely to re- 
quire means of perturbing RVs and decoys and 
highly capable sensors to detect the differences 
in the ways the two kinds of objects react. Such 
means of "interactive disaimination" have 
been conceived but not yet built and tested. 

Interdependence of Defensive Layers 

Ideally, independent layers of sensors and 
weapons would carry out interception of each 
phase of ballistic missüe trajectory, thus elim- 
inating common failure modes and common 
nodes of vulnerability to hostile action. In fact, 
for practical reason«, the system architects 
genaa, / produced designs with considerable 
degrees of interdependence. In addition, as 
notea above, even if the functions of each layer 
were performed entirely independently, failure 
m one phase of interception (the boost-phase, 
forexample) can severely affect the potential 
performance of succeeding phases. 

Importance of Integrated Battle Management 
Architecture 

Initially, system architecture and battle 
management architecture studies were sepa- 
rately contracted for, producing large dis- 
crepancies among those who had studied each 
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subject the most. The two sets of studies are 
apparently now being better integrated, and 
presumably subsequent designs will reflect 
that integration. 

Distributed Battle Management 
Although considerable work on designing 

BMD battle management remains, analysis so 
far makes clear the importance of a battle man- 
agement system that make decisions in a dis- 
tributed, as opposed to centralized, fashion. 
Attempting to centralize the decisionmaking 
would both impose excessive computing, soft- 
ware engineering, and communications require- 
ments and make the system more vulnerable 
to enemy disruption. 

«5 

Heavy Space Transportation Requirements 
The system architecture designs now permit 

better forecasts of the requirements imposed 
by space-based systems for space transporta- 
tion capabilities—capabilities far beyond those 
the United States now possesses. (Primarily 
ground-based architectures do not share this 
problem.) 

Requirements for Assured Survival 
There appears to be general agreement on 

the importance of significantly roducing offen- 
sive force developments if one hopes to pro- 
vide mutual assured survival for the U.S. and 
Soviet populations. 

IMPORTANT SYSTEMS ANALYSIS WORK REMAINING 

The SDI architecture studies have just be- 
gun to address the complex problems of de- 
signing a working, survivable BMD system 
with prospects for long-term viability against 
a responsive Soviet threat. Thus far, the ar- 
chitecture studies have served the useful pur- 
pose of helping to identify the most critical 
technologies needing further development. Fu- 
ture system designers would have to integrate 
the technologies actually available—and mass 
producible—into deployable and workable 
weapon systems. 

Given that the system architects and SpIO 
are just over 2 to 3 years into an analytic ef- 
fort that will take many more years, it is not 
a criticism to say that much work remains. 
However, it appears to be the case that the anal- 
ysis supporting tne first-phase architecture that 
RDIO proposed in mid-1987 simply did not ad- 
dress many key questions. The following are fur- 
ther tasks that analysts should carry out to help 
both the executive and legislative branches judge 
the potential effects of decisions on BMD. 

Further Strategic Nuclear Force 
Exchange Work 

The strategic nuclear exchange modeling 
done so far by the SDI system architects pro- 

vides a useful beginning to the larger and 
lengthier task of developing the information 
that will be needed for a national decision on 
whether to deploy BMD. If the limitations of 
these kinds of simulations ure borne carefully 
in mind, they can help one to understand how 
BMD might affect the calculations of U.S. and 
Sovi3t national leaders, both in decisions about 
peace and war and in decisions about long-term 
strategic policies. They can also help to clar- 
ify the assumptions all participants bring to 
the U.S. national debate about BMD. 

Introduce Comparability Among Analyses 
It is desirable to have competing sets cf com- 

puter simulation models for analyzing the saine 
questions. In that way, decisionmakers could 
compare differing conclusions and identify the 
underlying assumptions of each. (Comparisons 
could also uncover errors in implementation 
of the models.) Analysts should run different 
models using the same sets of data about the 
Soviet missile threat, the same configurations 
of defensive systems, and the same offensive 
and defensive strategies and tactics. Thus far, 
differences in these elements have made the 
analyses of the system architects difficult to 
compare and judge. 
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Further Analyses of Soviet 
Offensn e Responses 

The simulations run so far have examined 
only linseed variations on Soviet attack plans 
in the faco of growing U.S. defensive capabil- 
ities: the assumption is made that the Soviets 
have an inflexible list of targets. The Soviets 
are assumed to optimize their exact attack plan 
to destroy the highest possible number of those 
targets at some level of confidence. Suppose, 
however, that if defenses drastically reduced 
Soviet confidence in their ability to destroy 
hardened military targets, they concentrated 
on softer military and economic targets. 
Analysts must carry out further exploration 
of this possibility if decisionmakers are to un- 
derstand the full implications of BMD for all 
types of deterrence (see table 3-1). 

Assumptions About Deterrence 

An analytic focus on an inflexible Soviet tar- 
get plan seems to be related to a simplified 
model of potential Soviet motives for attack. 
The usual working assumption seems to be 
that the Soviets would decide to launch a nu- 
clear strike on the United States on the basis 
of calculations about the probabilities of de- 
stroying certain percentages of various types 
of targets. In this view, above a certain thresh- 
old for one or more of these probabilities, the 
Soviets would be willing to strike, and below 
it they would not because they could not ac- 
complish their military purposes. One target 
set would be the weapons and command-and- 
control facilities that would permit a U.S. nu- 
clear retaliation. But the exact role in Soviet 
decisionmaking attributed to fear of retalia- 
tion—as opposed to accomplishment of other 
military objectives—remains unclear. The nu- 
clear exchange models should make more explicit 
their assumptions about the weightings given 
to denial of military objectives as opposed to the 
likelihood and intensity of U.S. retaliation as en- 
forcers of deterrence. 

Analysts should attempt to identify the in- 
crement of uncertainty added to the Soviet cal- 
culus of nuclear war provided by levels of defen- 
sive capability that might increase Soviet 
uncertainty about achieving attack objectives, 

but that, could not assure denial of those objec- 
tives. Many things could go wrong with a nu- 
clear attack precisely scheduled to achieve a 
specific set of goals (such as knocking out a 
given percentage of U.S retaliatory capabil- 
ity). How much uncertainty would a given level 
of BMD add to that which already exists? 
What are the potential Soviet responses to this 
additional uncertainty?" To what extant would 
the increment of uncertainty strengthen de- 
terrence? At what cost per increment of 
strengthened deterrence? 

Strategic Stability Analyses 

Closely related to the question of Soviet at- 
tack motivations is the question of strategic 
stability. In its 1985 report on BMD, OTA em- 
phasized the importance of exploring this ques- 
tion thoroughly. 

A simplified approach to crisis stability is 
as follows: in a military confrontation with the 
United States, Soviet decisionmakers would 
calculate whether or not they could achieve a 
given set of military objectives by launching 
a strategic nuclear first strike. If the objectives 
seemed attainable, they would strike; if not, 
they would refrain. The system architects have 
considered this scenario. 

Another possibility they should address, 
however, is that Soviet perceptions of a likely 
U.S. first strike might afreet Soviet behavior. 
System architects have been understandably 
reluctant to run or to report extensively on 
simulations in which the United States is as- 
sumed to strike first. Such analyses might im- 
ply to some that a change is being contem- 
plated in U.S. policy not to launch a preemptive 
strategic nuclear first strike. Nevertheless, 
such analysis needs to be done, not because 
the United States wculd launch such an attack, 
but because the Soviet Union might not be- 
lieve that it would not. 

"A possibility suggested by one reviewer of the OTA study 
is that the Soviets discover, unbeknownst to the United States 
a way of disabling the U.S. BMD system (perhaps by spoofing 
its command and control system). Further, the Soviets validate 
their counter-measure with undetected techniques before actu- 
ally launching an attack. Certain that their technique will work 
«nd their offensive forces augmented in response to the U.S 
defensive deployments, the Sonets in this scenario end up more 
certain about the probable success of their attack than before 
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It is conceivable, for example, that Soviet 
strategic exchange calculations could show 
that a U.S. first strike, backed up by U.S. 
BMD, might allow the United States to reduce 
significantly the damage from a Soviet "ragged" 
retaliation.14 On the other hand, a Soviet first 
strike might have an analogous effect. If the 
Soviets believed that the United States, ex- 
pecting a Soviet strike, might strike first, then 
the Soviets might try to get in the first blow. 
Thus, they would not make their decision to 
strike on the basis of accomplishing a clear set 
of military objectives, but instead on the ba- 
sis of choosing the less terrible of two cata- 
strophic outcomes. 

Even if the Soviet Union and the United States 
avoided a nuclear crisis in which such calcula- 
tions might play a role, the calculations could 
still influence the longer-range Soviet responses 
to U.S. BMD deployments. The Soviets might 
decide that it was extremely important to them 
to maintain a "credible" nuclear threat against 
the United States, and therefore be willing to 
spend more on maintaining offensive forces than 
"cost-exchange" ratios would seem to justify. 

Administration officials have repeatedly 
stated their desire to negotiate (or find unilater- 
ally) a "stable transition" path to a world in 
which strategic defenses play a large role. Find- 
ing such a path would require careful analysis 
of the incentives presented to Soviet leaders by 
U.S. actions. Estimating the consequences of a 
hypothetical U.S. attack is one key part of such 
an analysis. Only then might U.S. analysts 
identify offensive and defensive force levels 
that both sides could believe served their secu- 
rity. Some of this analytic work has been 
started, but more is necessary. 

U.S. Responses to Soviet BMD 

It is entirely possible that the Soviet Union 
will not wait until the United States decides 
whether deploying BMD is a good idea or not, 
but instead will unilaterally choose to expand 

"A "ragged" retaliation is one carried out after the first strike 
has destroyed at least portions of the nation's strategic forces 
and possibly degraded it* command and control system, result- 
ing in a relatively unstructured, diluted counter-attack. 
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its own BMD system.1* The United States con- 
ducts BMD research in part to be able to re- 
spond in kind to such a decision. The system 
architects for SDI have conducted simulations 
to show how a responding U.S. BMD deploy- 
ment might restore the U.S.-Soviet strategic 
balance. Before the United States chose such 
a response, however, two other kinds of anal- 
ysis are desirable. First, analysts should com- 
pare the BMD option with the option of circum- 
venting Soviet BMD by means of increasing 
U.S. air-breathing, low-flying cruise missile 
forces. Second, researchers should determine 
the ability of U.S. technology to find adequate 
offensive counter-measures to Soviet BMD. 

These questions are partly amenable to the 
strategic exchange modeling technique. In the 
first case, the model could assume various 
numbers of cruise missiles with varying levels 
of probability of penetration in battle scenarios 
in which Soviet BMD was degrading the abil- 
ity of U.S. ballistic missiles to get through. 
Analysts could compare these outcomes to 
those of similar scenarios in which the U.S. de- 
ployed BMD instead of additional cruise mis- 
siles. Then they could estimate quantities of 
BMD and cruise missiles required to produce 
similar outcomes. This information could pro- 
vide the basis for cost-effectiveness compari- 
sons between BMD and cruise missiles once 
data on the actual costs of the two types of 
systems became available. 

Similarly, analysts could plug into the simu- 
lations the increases in warhead penetration 
ot Soviet defenses caused by U.S. offensive 
countermeasures. Once estimates were avail- 
able for the costs of these countermeasures, 
analyses could develop some idea of the rela- 
tive cost-effectiveness of offense and defense. 

•■As permitted by the ABM Treaty, the Soviets have retained 
a limited, nuclear-armed ballistic missile defense system in the 
Moscow area; they are currently expanding the system to the 
full 100 interceptors permitted by the treaty, and could con- 
ceivably replicate the system elsewhere. They have also con- 
structed a series of phased array radars around the Soviet Union 
which would provide warning and limited battle management 
capabilities for such an expanded system. 

1 
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Analysis of Alternate Defensive Measures 

The lesser goals of strategic defense—that 
is, enhancing deterrence by increasing Soviet 
uncertainty or denial of various military 
objectives—have thus far been considered as 
preliminary benefits on the way toward ex- 
tremery high degrees of population protection. 
Therefore, alternate means of achieving the 
lesser goals as ends in themselves have not 
been analyzed. A few examples might clarify 
this point. 

Defense of Land-Based iCBMs.—If strength- 
ening deterrence by increasing the survivabil- 
ity of U.S. land-based retaliatory forces, espe- 
cially ICBMs, were the goal of deploying BMD, 
then the system designs done for the SDI 
might not be optimal." Instead, ground-based, 
low-altitude interceptors located relatively 
near the missiles to be defended might be less 
expensive (unlike cities, hardened missile silos 
or capsules might withstand low-altitude nu- 
clear explosions). In addition, the United 
States would want to consider how it could use 
various forms of mobile or deceptive basing 
of ICBMs in conjunction with limited BMD 
to make the enemy's cost of attacking the mis- 
siles prohibitive. 

Careful analysis of the goal of protecting 
strategic bomber bases from SLBMs launched 
not far off U.S. shores might also yield differ- 
ent BMD designs combined with different 
bomber basing tactics. 

Defense of Command, Control, and Commu- 
nications Facilities.—Similarly the strategic 
goal of increasing the survivability of the U.S. 
command and control system for nuclear forces 
might be achieved by some form of BMD, but 
the United States should also compare the cost 
and effectiveness of BMD with those of other 
measures for making the system more resis- 
tant to nuclear attack. Further analysis might 
show that some combination of passive sur- 
vivability measures and BMD would be more 
cost-effective than either alone. 

Defense Against Accidental or Terrorist Mis- 
sile Launches.—Protecting the country against 
10 or so incoming reentry vehicles is a much 
different task than protecting it against thou- 
sands. While SDI-designed systems might of- 
fer such protection as a side-benefit, if this kind 
of defense were to be the major goal of deploy- 
ing BMD, one would consider different, much 
simpler and cheaper architectures than those de- 
signed for the SDI." 

Further System Requirements 
and Design Work 

Analyze Additional Threats to 
BMD System SurvivabiMty 

The SDI system architects recognized that 
survivability would be a critical feature of any 
BMD system. They devoted considerable ef- 
fort and ingenuity to inventing ways to reduce 
system vulnerability to Soviet attack. The 
chief threat to survivability they examined was 
ground-based, direct-ascent anti-satellite 
weapons—rockets that the Soviets could "pop 
up" from their territory to attack U.S. space- 
based BMD assets with nuclear or non-nuclear 
warheads. This was a reasonable first approach 
to the survivability problem: such weapons 
probably represent the kind of defense suppres- 
sion weapon most immediately available to the 
Soviets. If the defense could not counter this 
threat, then there would be no point in explor- 
ing other, more sophisticated threats. 

In the second round of their "horse race" 
competition the system architects did very lit- 
tle analysis of other potential threats to BMD 
system survivability, particularly longer-term 
space-based threats. The threat of "space 
mines," satellites designed specifically to 
shadow and destroy the various space-based 
BMD components, was not considered in 
depth. Moreover, no analysis assumed that the 
Soviets might deploy in space a BMD system 

"See U.S. Congress. Office of Technology Assessment, MX 
Missile Basing, OTA-ISC-140 (Washington, DC: U.S. Govern- 
ment Printing Office, September 1981). 

"For example, a few ground-based, long-range interceptors 
like the Ezo-atmospheric Reentry Interceptor System (ERIS1— 
see ch. 6—could cover the continental United States; existing 
early-warning radars could give initial track information and 
a few "pop-up" infrared sensor probes provide final track infor- 
mation. 
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comparable to that of the United States; thus 
the potential vulnerabilities of such weapon sys- 
tems to one another were not considered. In- 
stead, it was assumed that the United States 
would, for the most part, militarily dominate 
near-Earth space. From the statement of work 
provided to the SDI system architecture con- 
tractors late in 1986, it remained unclear 
whether this assumption would be changed in 
the follow-on studies to be completed early in 
1988. 

Develop Realistic Schedules 
The system architects were originally in- 

structed to design systems that might enter 
full-scale engineering development in the early 
1990s and be deployed beginning in the mid- 
1990s. The systems they designed would have 
required challenging technical achievement» 
even under the originally requested SDI 
budgets. For example, one system architect 
pointed out that a vigorous technology pro- 
gram did not yet exist for an active space-based 
sensor crucial to an "interim" defense intended 
for deployment in the mid-1990s. Or, to take 
another example, deployment in the mid-1990s 
of the space-based systems identified by the 
architects would require that the United States 
decide almor 1. immediately to begin acquiring 
the massive space transportation system that 
deployment would require." 

Given the actual levels of SDI funding appro- 
priated by Congress thus far, mid-1990s deploy- 
ment of the kinds of systems initially proposed 
by the system architects is clearly not feasible. 
Even with the requested funding, it is unlikely 
that researchers could overcome all the tech- 
nological hurdles in time to permit confident 
full-scale engineering decisions in the early 
1990s. Nor is it clear that the full-scale engi- 
neering process, including establishment of 
manufacturing capabilities for the complex 
systems involved, could be completed in just 
3 or 4 years. (For example, the most optimis- 
tic expert estimate OTA encountered for engi- 
neering full-scale SDI battle management soft- 

/ 

. t "The SDIO requested 1250 mi"ion in supplemental funds for 
fiscal year 1987 to develop technology for low-cost space trans- 
portation. 

ware was 7 years.) In short, the systems 
designated as "interim" (similar to those la- 
beled "Second Phase" in table 3-5) by the sys- 
tem architects would not be likely to reach full 
operational capability until well after the year 
2000. 

Late in 1986, SDIO called on its contractors 
to orient their work to a much scaled-back sys- 
tem architecture, with scaled-back strategic 
goals (see the "First Phase" in table 3-4). 
Speculations emerged in the press about "early 
deployment" options under consideration. 
Analysis of the "phase one" designs, however, 
suggests that even they could not be ready for 
initial space deployment until at least the mid- 
1990s. Nor could they be fully in place much 
before the end of the century. 

In the meantime, the Soviet Union might well 
deploy practical countenneasures against such 
systems. Specifically, many in the defense com- 
munity believe that the Soviets could deploy 
decoys along with their reentry vehicles that 
would greatly stress the minimal mid-courne 
discrimination capability of a phase-one sys- 
tem. In addition, the Soviets could at least be- 
gin to deploy new booster rockets that would 
drastically reduce the effectiveness of space- 
based interceptors (SBIs) in boost-phase defense. 

Even if the United States could deploy SBIs 
beginning in the mid-1990s, another question 
remains: how confident do U.S. decisionmakers 
wish to be in the long-term viability of BMD 
before they decide to deploy such systems? 
Given the state of research on directed-energy 
devices for BMD, it is highly unlikely that U.S. 
leaders could have sufficient information by 
the early 1990s to determine whether full-scale 
engineering development of phases two and 
three would be feasible in the following dec- 
ade. Thus, an early 1990s decision implies a com- 
mitment to a space-based BMD whose obsoles- 
cence would be made highly probable by the 
prospect of faster burning Soviet missile 
boosters, but whose replacement would remain 
unproven. 

Develop Ctedible Cost Estimates 
The SDIO has properly pointed out that try- 

ing to estimate total life-cycle costs for an un- 
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precedented system is difficult. The aerospace 
industry would have to manufacture new com- 
ponents and weapons in new ways. Tho Na- 
tion would need a new space transportation 
system for a space-based system. The SDIO 
has agreed to estimate "cost goals" to indi- 
cate the kind of investment that the Nation 
would have to make in proposed BMD architec- 
tures. The system architects were instructed 
to develop cost estimates in their 1987 studies. 

Develop Methods for Estimating 
Cost-Exchange Ratios Between 
Defense and Offense 

As this report pointed out in chapter 2, one 
key criterion for the technical feasibility of the 
SDI scenario of transition to a "defense-dom- 
inated" world is that there be a favorable cost- 
exchange ratio between defense and offense. 
The system architects did try to address this 
issue in various ways, but there still seems to 
be no systematic approach toward it. The prob- 
lem will be intrinsically difficult, because esti- 
mating in advance tho costs of the U.S. BMD 
system will be difficult, estimating the costs 
of Soviet responses will be more difficult, and 
predicting Soviet estimates of these quanti- 
ties will be most difficult of all. Nevertheless, 

analyses should at least begin to specify what 
information would permit sufficient confidence 
that the defense/offense cost-exchange ratio is 
high enough to justify going ahead. The system 
architecture contractor teams were instructed 
to address the problem in their 1987 work. 

Assess the Role and Costs of 
Complementary Air Defenses 

The Strategic Defense Initiative Organiza- 
tion is specifically limited to defense against 
ballistic missiles. The Air Force has under- 
taken an "Air Defense Initiative," though at 
funding levels far below thoc of the 3Dl. Never- 
theless, at least at the systems analysis level, 
U.S. decisionmakers need an integrated under- 
standing of the role that air defense would have 
to play if ballistic missile defense were to 
achieve such goals as increasing Soviet uncer- 
tainty about attack success, denying Soviet 
abilities to destroy high percentages of certain 
types of targets, or protecting the population 
from nuclear attack. Moreover, insofar as 
BMD requires air defense to accomplish its 
purposes, the feasibility and af f ordabiUty of air 
defense against possible Soviet attempts to cir- 
cumvent BMD need to be included in any ulti- 
mate analysis of the ieasibility of BMD. 
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Chapter 4 

Status and Prospects of Ballistic 
Missile Defense Sensor Technology 

INTRODUCTION 
Much of the public debate on ballistic missile 

defense (BMD) technologies centers on futur- 
istic weapon systems such as lasers, rail guns, 
and particle beams. The Strategic Defense Ini- 
tiative Organization's (SDIO) initial BMD sys- 
tem design, however, does not include any of 
these exotic weapons.1 Rather, it calls for 
space-based interceptors (SB I) to collide with 
Soviet intercontinental ballistic missile (ICBM) 
boosters and post-boost vehicles (PBVs), and 
for high acceleration ground-based missiles to 
destroy Soviet reentry vehicles (RVs) by di- 
rect impact. The sensor systems required to 
detect, identify, and track up to several hun- 
dred thousand targets may be more challeng- 
ing than the actual kinetic energy weapons: 
it may be more difficult to track targets than 
to destroy them, once tracked. 

The technical feasibility of a first-phase de- 
ployment, then, may depend primarily on ma- 
jor technical advances in the areas of sensors 
and chemically propelled rockets, and less on 
the availability of rail-gun or laser weapons sys- 
tems. Accordingly, this report emphasizes 
these more conventional technologies. 

Nonetheless, the more exotic weapons tech- 
nologies could become important in second- or 

'Some BMD architecture contractors did, however, call for 
rather exotic beam sources for "interactive discriminati on," in 
which targets would be exposed to sub-lethal doses of particle 
beams or laser beams and their reactions measured to distin- 
guish between reentry veliicles and decoys. See section on in- 
teractive discrimination. 

Recently, SDIO officials have spoken of "entry level" directed- 
energy weapons that might constitute part of second-pha.te 
BMD deployments. The utility of such weapons would depend 
on the pace and scope of Soviet countermeasures. 

Note: Complete definitions of acronyms and initialisms 
are listed in Appendix B of this report. 

third-phase BMD systems deployed in re- 
sponse to Soviet countermeasures. For exam- 
ple, if the Soviet Union deployed fast-burn 
boosters that burned out and deployed their 
RVs («>nd decoys) before they could be attacked 
by slow-moving chemically-propelled rockets, 
then laser weapon* might be essential to at- 
tack ICBMs in their boost phase. These di- 
rected-energy weapons (DEW) would require 
even more accurate sensors, since their beams 
would have to be directed with great precision. 
Thus, the required sensor technology improve- 
ments might continue to be at least as stress- 
ing as weapons technology requirements. 

Some of the major sensor and weapon com- 
ponents proposed by Strategic Defense Initia- 
tive (SDI) system architects for both near- and 
far-term deployments are listed in figure 4-1 
(also see ch. 3). This chapter describes sensors; 
weapons, power systems, communications sys- 
tems, and space transportation required to im- 
plement a global BMD system are described 
in chapter 5. For each technology, chapters 4 
and 5 discuss: 

• the type of system suggested by SDI ar- 
chitects, 

• the technical requirements, 
• the basic operating principles, 
• the current status, and 
• the key issues for each technology. 

The systems aspects of an integrated BMD 
system are discussed in chapter 6. Computing 
technologies are discussed in chapter 8. Tech- 
nologies for offensive countermeasures and 
counter-countermeasures are deferred until 
chapters 10 through 12 (as of this writing, 
available only in the classified version of this 
report). 
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Figure 4-1.—Major SDI Sensors end Weapons 

Relay Mirror 

HEDI 

SDI sensor systems: 
3STS-Boost Surveillance and Tracking System (infrared sensors) 
SSTS-Space Surveillance and Tracking System (infrared, visible, and possibly radi.- or laser radar sensors) 
AOS-Airborne Optical System (infrared and lasei sensors) 
TIR-Terminal Imaging Radar (phased array radar) 
NPB-Neutral Particle Beam (interactive discrimination to distinguish reentry vehicles (RV's) from decoys; Includes separate 
neutron detector satellite) 

SDI weapons systems: 

SBI-Space-Based Interceptors or Kinetic Kill Vehicles (rocket-propelled hit to kill projectiles) 
SBHEL-Space-Based High Energy Laser (chemically pumped laser) 
GBFEL-Ground-Based Free Electron Laser (with space-based relay mirrors) 
NPB-Neutral Particle Beam weapon 
ERIS-Exoatmospheric Reentry vehicle Interceptor System (ground-based rockets) 
HEDI-High Endoatmospheric Defense Interceptor (ground-based rockets) 

fetttifitetttiüfci mmmimmM law 



75 

SENSORS 

Sensors are the eyes of a weapons system. 
In the past the human eye and brain have con- 
stituted the primary military sensor system. 
A soldier on the battlefield would: 

• look over the battlefield for possible 
enemy action (surveillance); 

• note any significant object or motion (ac- 
quisition); 

• determine if the object was a legitimate 
target (discrimination); 

• follow the enemy motion (tracking); 
• Aim his rifle (weapon direction), fire; 
• look to see if he had killed the target (kill 

assessment); and 
• if not, reacquire the target (retargeting), 

aim, and shoot again. 

Ballistic missile defense entails these same 
functions of target surveillance, acquisition, 
discrimination, tracking, weapon direction, kill 
assessment, and retargeting. BMD sensors, 
however, must have capabilities of resolution, 
range, spectral response, speed, and data stor- 
age and manipulation far beyond those of the 
human eye-brain system. 

Proposed SDI Sensor Systems 

The following sections describe five repre- 
sentative sensor systems. Most of the five SDI 
system architecture contractors (see ch. 3) rec- 
ommended some variation of these sensor sys- 
tems. The primary attack phase and recom- 
rxjnded sensor platforms for each type are 
summarized in tables 1-1 and 1-2. 

Boost Surveillance and Tracking System 
(BSTS) 

The BSTS would have to detect any missile 
launch, give warning, and begin to establish 
track files for the individual rockets. Most sys- 
tem architects proposed a constellation of sev- 
eral satellites in high orbit. 

Typical BSTS characteristics are summa- 
rized in the classified version of this report. 
Each BSTS would carry a sensor suite that 
would monitor infrared (IR) emissions from the 

Figur« 4-2.-Halations ftatwean Tentparatura and 
Elactromagnatlc Radiation 

Target radiation bands  

Sun (6,000*K) 

I   I   I   I   I   I   I   I   I 
UV    VIS SWIR 

0.4      07 1.0 
Wavelength (micron«) 

Temperature scalee           (Pee* radiatic<> wavelength) I 

 1 h-r— 
6.000 MMnfK) 373 273 I    0 

5,727 

+ 
Centigrade fC)      100   0 

10,340 Fahrenheit (»F)       212  32 

• -273 

'-459.7 

Very hot sources such as the sun radiate primarily In the visible 
portion of the spectrum. The hot exhaust gases from missile 
booster engines radiate orimariry in the short anC mid-wave infra- 
red (SWIR & MWIR), while colder bodies such as reentry vehi- 
cles, the booster body, and the earth radiate at much longer 
wavelengths in the infrared (LWIR). Therefore different sensors 
would be required to detect different targets. 

rocket plumes (see figure 4-2). From their very 
high altitude, these sensors would have rela- 
tively poor optical resolution. Track files could 
be started, but the Space Surveillance and 
Tracking System (SSTS) or other sensors at 
lower altitude might be required to achieve the 
track file accuracy needed for some BMD 
functions.' 

»Space-based interceptors (SBIsI, formerly called "space-based 
kinetic kill vehicles" (SBKKV1, which have their own homing 
sensors, could operate with the resolution given by a BSTS 
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Photo cndtt Contractor photo mmut by US. Otptrtmtnt of Dohnm 

Artist's concept of boost surveillance and tracking system (BSTS) satellite. During an intercontinental ballistic missile's 
(ICBM) boost ph3se—which lasts up to five minutes on some current ICBMs but which may be much shorter on future 
ones—the missile's first- and second-stage engines emit intensely hot gases. Space-borne infrared sensors can detect 
these plumes. A BSTS sensor might monitor, detevt, and track the rocket plumes and signal ground- or space-baaed 

battle management computers to order attacks against the boosters. 

Space Surveillance and Tracking System 

For their equivalent of an SDIO phase-two 
BMD system, all five system architects pro- 
posed some type of SSTS at lower altitudes 
to furnish finer-resolution missile tracking and 
to detect cold RVs and warmer post-boost ve- 

hicles (PBVs) against a space background. 
Most of the SSTSs would be out of range for 
observing Soviet ICBM launches at any given 
time. Therefore several tens of SSTS satellites 
would be needed to provide continuous, redun- 
dant coverage of the missile fields, which also 
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would supply adequate coverage around the 
world for submarine-launched missiles.1 

Redundancy would be necessary for surviva- 
bility and for stereo viewing of the targets. 
These SSTS satellites might be essential for 
much of the mid-course battle, so some SSTSs 
must survive at most locations.4 

The SSTS satellites would carry one or more 
long-wave infrared (LWIR) sensors for track- 
ing the somewhat warm PBVs and cold RVs. 
These LWIR tiensors could not detect RVs by 
looking straight down against the relatively 
warm earth background. Rather, they would 
look only above the horizon, in a conical or 
"coolie hat" pattern which would afford the 
necessary cold space background for the IR 
detectors. Thus each SSTS would monitor tar- 
gets that were far from the satellite. Those tar- 
gets closest to each SSTS would pass below 
its sensors, undetected; they would have to be 
observed by more distant SSTS satellites (see 
figure 4-3). This problem could be alleviated 
if sensing at other wavelengths, e.g., in the vis- 
ible range, were to be feasibK 

For some missions, such as cueing DEW sen- 
sors, the SSTS might include short-wave in- 
frared (SWIR) and medium-wave infrared 
(MWIR) sensors to track booster exhaust 
plumes. This would duplicate to some extent 
the BSTS function, but with much better reso- 
lution.' These sensors might have limited fields 
of view, so that each SSTS platform would re- 
quire several IR sensors to cover all the 
threats. These SWIR/MWIR sensors could 
look down against the Earth background, since 
they would be monitoring the hot plumes. 

Several architects recommended placing la- 
ser systems (and some suggested microwave 
radars) on the SSTS. Lasers might be needed 

Figur* 4-3.-8cwvtlng Paitem tor Satellite Sanaor 

SSTS 

•More recent SDI Studie« have recommended fewer satellites. 
«Alternatively, pop-up IR probes on ground-based rockets 

could observe the midcourse buttle. These probes would have 
to be based at high latitudes to get close enough to observe 
the beginning of mid-course missile flight. Otherwise, they could 
be based in the northern United States to view the lato mid- 
course. .  .. 

•An SSTS could not achieve the pointing accuracy needed by 
DEW satellites; each DEW platform would have to carry its 
own high-resolution optical sensor. An SSTS constellation might 
aid the battle manager in designating targets for DEWs. 

■Coot» hat* above-tw+iorbon wan pattern tar f LWIR aen- 
eortonthe SSTS which could c^cteeK*tMec«HV"a again»» 
the cold background of spec*. The target» labeled "A" couW be 
detected by W» SSTS platform, wheree» the ctoeer targets la- 
beled "B" could not be detected againat »he warm earth back- 
ground. These" B' target» would have to be tracked by arwihar. 
mom distant SSTS aataaaa. 

to designate or illuminate targets for homing 
space-based interceptors (SBIs). Laser radar 
(Ladar) systems might be required for all of 
the interactive discrimination systems, just to 
determine the target's position with sufficient 
accuracy. This would be particularly true for 
tracking cold RVs, which could be passively 
detected mainly by LWIR sensors with inher- 
ently poor resolution,* or for discriminating 
and designating an RV in the presence of 
closely spaced object! (that often are decoys). 
In any case, a laser radar could supply the 
range to the target, which is necessary to gen- 
erate three dimensional track files from a sin- 
gle platform. 

•The reeohition angle of a sensor la directly proportional to 
wavelength; long wavelengths such aa LWIR produce large reso- 
lution spots in the sensor focal plane, or large uncertainty in 
the target'» location. Therefore ahorter wavelength laser radar» 
may be needed to accurately measure target position. 
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The SST.» nüght also carry some battle man- 
agement computers, since the SSTSs would 
be above the battle and to some extent less 
vulnerable than lower altitude weapons plat- 
forms, and because thev would generate most 
of the track-file information essential for as- 
signing targets to weapon platforms. 

The SSTS originally conceived by the sys- 
tem architects for ballistic missile defei.se now 
appear too complicated, too expensive, and 
possibly too far beyond the state of the art of 
sensor technology for deployment in this cen- 
tury. As a result, there was some discussion 
in late 1986 and early 1987 of launching early 
SBIs without any SSTS sensor, placing mini- 
mal sensor capability on each SB I carrier ve- 
hicle instead. There would probably be no sen- 
sor capability enabling SBIs to kill RVs in 
mid-course. 

The phase-one architecture submitted tc the 
Defense Acquisition Board in June and July 
of 1987 was vague &bout mid-course sensors: 
there was a "Midcourse Sensor" (MCS) pro- 
gram, but no system concept. The MCS might 
consist of SSTS sensors, or ground-based sur- 
veillance and tracking (GSTS) rockets or 
"probes," or SWIR/MWIR (or other) sensors 
on some of the kill vehicle carrier satellites. 
These sensors would apparently locate targets 
for the ground-based exo-atmospheric reentry 
vehicle interceptor system (ERIS) interceptors. 
More recently, an MCS study proposed a com- 
bination of the three sub-systems. 

The SDIO ended development work on the 
original SSTS program and let new contracts 
in mid-1987 to design a less complex SSTS sys- 
tem. The classified version of tlds report con- 
tains the range of parameters specified by the 
original, more comprehensive system architec- 
tures. The new designs could not by themselves 
furnish precise enough data to direct SBIs to 
RV targets. 

Airborne Optical Adjunct (AOA) 

The AOA would test technology for a new 
sensor addition to terminal defensive systems. 
The SAFEGUARD BMD system, operated in 
partial form in the 1970s, relied exclusively on 

large, phased-array radars to track incoming 
warheads. There were no optical detectors. The 
resolution and range of these ground-based ra- 
dars was adequate (assuming they survived) 
to direct nuclear-tipped Spartan and Sprint 
missiles to the general vicinity of tar got RVs. 
Such radars would not be adequate as the only 
guidance for the non-nuclear, hit-to-kill vehi- 
cles proposed for SDI: these interceptors would 
require on-board homing guidance systems. 

The AOA would test LWIR technology s:m- 
ilar to that in the SSTS program, byt deploy 
it on an aircraft flying over the northern United 
States. The senso*- system has been designed 
and is being fabricated. Above most of the at- 
mosphere, this sensor could look up against 
the cold space background and track RVs as 
they flew through mid-course. Resolution would 
be relatively coarse: a follow-up system based 
on this technology might eventually be able 
to direct ground-based radars, which in turn 
would hand target track data over to high 
spend hit-to-kill projectiles. These projectiles 
would derive their final target position from 
on-board homing sensors. The AOA aircraft 
might also include laser range-finder systems 
to supply accurate estimates of the distance 
to each target—and possibly to discriminate 

«xtfo erutlt: Strtfgle 0*fen» Inltllh* Orpnizitton 

Airborne Optical Adjunct (AOA) 

In a strategic defer.*e system, airborne sensors might 
be used to help idem, fy and track targots and to guide 
ground-based interceptors to them The AOA will 
validate the technology to acquire targets optically at 
long ranges, and to track, discriminate and hand data 
over to a ground-based radar. It will also provide a data 
base that would support future development of air- 
borne optical systems. Sensors have been fabricated 
and tested and test flights will take place soon. The 
model show« the sensor compartment on top and the 

crew stations in the interior of the aircraft. 
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decoys from RVs by measuring minute veloc- 
ity changes caused by drag in the upper 
atmosphere. 

System architecture contractors proposed 
tens of AOA-like aircraft as part of a sensor 
system. Some proposed rocket-borne, pop-up 
probes with LW7R sensors for rapid response 
in a surprise attack until the aircraft could 
reach altitude. 

There is some uncertainty regarding the in- 
frared background that an airborne sensor 
such as AOA would see. Sunlight scattered 
from either natural or (particularly) man-made 
"noctilucent clouds" might obscure the real 
RV targets. These clouds form at altitudes 
from 60 to 100 kilometers (km). Turing a bat- 
tle, the particles ablating from debris center- 
ing the atmosphere would form nucleation 
centers. Long-lived ice crystals would grow at 
these centers, possibly creating a noisy in- 
frared background that would obscure the real 
targets arriving later, intentional seeding of 
these c'ouds Is also a possibility.7 

Ground-Based Radar (GBR) 

Large phased-array, ground-based X-band 
(8-12 GHz frequency) radars might work in con- 
junction with optical sensors to track and dis- 
criminate incoming warheads from decoys. 
These radars could receive target track data 
from those sensors and then use doppler proc- 
essing to create a pseudo-image of the war- 
heads by virtue of their spinning motion. Non- 
rotating decoys or decoys with different shapes 
or rotation rates would produce different ra- 
dar signatures. 

Ground-based radars would also measure the 
effects of the atmosphere, identifying light de- 
coys that would slow down more than the 
heavy RVs. These radars might guide or cue 
the endoatmospheric HEDI and FLAGE-like 
interceptor rockets and the ERIS ezoat- 
mospheric interceptors (see ch. 5). 

The GBR concept very recently supplanted 
the proposed Terminal Imaging Radar (TIR) 
system in SDIO planning. The latter would 
have had a much shorter range (thereby not 
being useful for cueing the ERIS interceptor) 
and much less resistance to anti-radar coun- 
terraeasures, such as jamming. Some radar 
concepts call for deployment on lailroad cars 
to evade enemy attack. 

Neutral Particle Beam (NPB) interactive 
Discrimination 

While several interactive discrimination 
techniques hav3 been proposed (see section be- 
low on interactive discrimination), the NPB ap- 
proach has thus far received the most atten- 
tion and development funds. 

A series of full space-based tests was planned 
for the early 1990s, but has been subjected to 
budgetary cutbacks. A 50-MeV NPB source 
was to be placed in orbit along with a sensor 
satellite and a target satellite to measure beam 
characteristics and to begin interactive tests. 
The primary detection method would be to 
monitor the neutrons emmitted by the target 
after irradiation by the NPB, although gamma 
rays, x-rays, and ultraviolet radiation might 
also be useful for indicating whether targets 
had been hit by the neural particle beam. The 
NPB accelerator might be located 1,000 km 
from the target. The neutron detectors might 
ride on separate detector satellites closer to 
targets, although they could be collocated on 
the NPB platform under some circumstances. 
A single NPB discrimination accelerator sys- 
tem might weigh 50,000 to 100,000 kilograms 
(kg), making it the heaviest element proposed 
for a second-phase BMD.' Over 100 NPB sat- 
ellites and several hundred neutron detector 

'See M.T. Sandford, II. A Review of Meaospheric Cloud 
Physics, Report No. LA-10866 (Los Alamos, NM: Los Alamos 
National Latx-itory. October 1986.) 

The energy of a beam of particles is measured in "electron 
volts" or "eV," the energy that one electron would acquire trav- 
eling through an electric field with a potential of one volt. The 
energy of beam weapon particles would be so high that it is 
measured in millions of electron volts, or "MeV." One MeV is 
equal to 1.6zl0~'" joules; each particle carries this amount of 
energy. 

"A far-term, robust BMD system might also include <ery 
heavy directed-energy weapons. 
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platforms might be required for a global dis- 
crimination system.10 

Sensor System Requirements 

Technical requirements for BMD sensors are 
discussed below for each sensor function: sur- 
veillance, target acquisition, identification, 
tracking, and kill assessment. 

Surveillance and Target Acquisition 
Requirements 

A surveillance and target acquisition system 
would have to defect the launch of any mis- 
sile, either ground-based or submarine-based, 
and render accurate positional information to 
the BMD weapon system. Some SDI weapon 
systems would require very high resolution 
sensors. A laser beam, for example, would have 
to be focused down to a spot as small as 20 
to 30 cm in diameter to produce the lethal in- 
tensity levels for projected hardened missiles.1' 
A DEW sensor must therefore determine the 
missile location to within a few tens of cm so 
as to keep the laser focused on one spot en the 
target. 

As an illustration of what is practical or im- 
practical, note that if the sensor were placed 
m geosynchronous orbit at 36,000 km, just a 
few sensor satellites could survey the entire 
earth. But at this high altitude the sensor's 
angular resolution would have to be better than 
8 nanoradians, or one part in 125,000,000." 

'"Betwesn 100 to 200 flights of the proposed Advanced Launch 
?£^Ü?Jii.LS) might ** "XI"™1 to lift a full constellation of 
100 NPB discriminators into space. For a discussion of the num- 
ber of elements in a useful NPB system, see American Physical 
Society. Science and Technology of Directed Energy Weapons: 
Report of the American Physical Society Study Croup, April 
1987. pp. 152 ajd 335. v 

"For example, a 90 MW laser operating at one micrometer 
iiim) wavelength would require a mirror as large as 10 m in di- 
ameter to achieve the very high brightness 10" W/sr| required 
to destroy har-lened (i.e., able to resist 20 KJ/cm') targets. A 
10 m mirror would would project a 20-cm diameter spot at 2,000 
km or 40 cm at 4,000 km, whic» are typi? al ranges for the pro- 
posed directed energy platforms. See chapter 5 on directed 
energy weapons for more details. 
, '%-'. r"dian " equ"1 to 57 3 de6Tees; one nanoradian is 
1x10    radian or one billionth of a radian. 

This high resolution is clearly beyond the realm 
of practical sensor systems.'* 

Resolution improves directly with reduced 
distance to the target. Therefore a reasonable 
alternative—one being examined-would be to 
place many sensor satellites at lower altitudes. 
Even a constellation of sensor satellites at al- 
titude? around 4,000 km would not be adequate 
for directed energy weapons: positional uncer- 
tainties for sersor satellites combined with 
vibration and jitter would preclude the trans- 
mission of target position to weapon plat- 
forms with 10-cm accuracy. Therefore each 
DEW satellite would need its own sensor to 
provide the final pointing accuracy. Sensor sat- 
ellites might supply broad target coordinates 
to each weapon platform. 

Homing kinetic energy weapons (KEW) 
would require less accurate information from 
a remote sensor: a homing sensor on an SB I 
itself would give the fine resolution needed in 
the last few seconds to approach and collide 
with the target. Still, the SBI must be fired 
tow ard a small volume in space where the in- 
tercept would occur several hundred seconds 
after it had been fired. The sensor system must 
locate each target in three dimensions. 

Target Identification or Discrimination 
Requirements 

Ballistic missile defense (BMD) sensors 
would not only have to detect missile launches, 
but they would also have to identify targets. 
Identification requirements would vary con- 
siderably during missile flight. During the 
boost phase, a sensor would first distinguish 
between missile exhaust plumes and other nat- 
ural or man-made sources of concentrated heat. 
Given adequate spatial resolution, a smart sen- 
sor with memory could separate moving mis- 
siles from stationary ground-based sources of 
heat. The location of the missile launcher and 
the missile's dynamic characteristics (acceler- 
ation and burn time for each stage, pitch ma- 

For example, even an ultraviolet sensor, which would have 
the best resolution due to its short wavelength, would require 
• 45-m diameter mirror to achieve 8 nanoradian resolution. 
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neuver*. stage separation timing, etc.) should 
permit identification of nissile type and prob- 
able mission. Eventually a low altitude sen- 
sor would have to identify the booster body 
(as opposed to the hot plume), either by geo- 
metric extrapolation or by generating an IR 
image of the booster tank.14 

The post-boost phase is more complicated. 
Most missiles carry a PBV or "bus" which may 
include 10 or more individual warheads in RVs. 
These RV° are individually aimed at separate 
targets: the PBV maneuvers and mechanically 
ejects each RV, one at a time, along a differ- 
ent trajectory. A BMD sensor system might 
detect heat from a PBV propulsion system as 
it made these multiple maneuvers. However, 
PBV propulsion energy is far less than main 
booster engine energy, making tracking (at 
least in the SWIR/MWIR range) more diffi- 
cult in the post-boost phase. Once ejected, cold 
RVs would be even more difficult to detect and 
track." 

This reduced signal level could be partially 
offset by arranging the sensor satellite to view 
its targets against the cold space background 
instead of the warm and noisy Earth back- 
ground, as in the boost phase. The sensors 
would have to look above the horizon, gener- 
ally limiting detection to distant targets over 
the Earth's limb. Since detection becomes more 
difficult at longer ranges, this above-the- 
horizon (ATH) detection of cold RVs would be 
more difficult than sensing very hot booster 
plumes against the earth backg-ound. 

If the United States deployed a BMD sys- 
tem, Soviet missiles would probably disperse 
decoys along with nuclear-armed RVs. Decoys 
might be simple, aluminum-covered balloons 
weighing 1 kg or less, or they might be some- 
what more sophisticated decoys shaped like 

"A booster body, at 300 ° K is cold compared to its hot plume, 
but it is still warmer than the cool upper atmosphere at about 
220 K. An LWIR sensor could therefore image the booster body 
against the Earth background at fairly long ranges, using 
wavelengths which were absorbed by the upper atmosphere. 

"ICBM boosters typically radiate millions of watts per ster- 
adian (Wist), PB Vs hundreds of W/cr, and RVs a few W/sr. (A 
"steradian" is the measure of a solid angle, defined as the ratio 
of the surface area subtended by a cone divided by the square 
of the apex of thf.t cone.) 
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an RV with similar infrared and radar signa- 
tures. Simple decoys might be tethered to an 
RV within a few tens of meters: defensive sen- 
sors would then require higher resolution to 
separate decoys and RVs. Alternately, an RV 
could be placed inside a large balloon, a tech- 
nique known as "anti-simulation": the RV is 
made to look like a decoy. 

The most sophisticated decoys, called 
thrusted replicas (TREPs) might even have 
propulsion so they could push into the atmos- 
phere during reentry to simulate the heavy 
RVs reentry characteristics. The total post- 
boost and mid-course threat cloud could con- 
tain something like 10,000 RVs, hundreds of 
thousands of decoys, and thousands of burnt- 
out rocket stages and PBVs, all traveling 
through space at 7 km/s. In the same trajecto- 
ries might be literally millions of fragments 
from boosters destroyed by SB Is in the boost 
and post-boost phases.1* 

In principle, a BMD weapons system could 
fire at all of these objects, but the costs would 
be prohibitive. Therefore the sensors for a 
second- or third-phase BMD system with mid- 
course capability would have to discriminate 
effectively between RVs and the many decoys 
and debris. 

In the post-boost phase, there would be some 
basis for discrimination. A sensor could, in the- 
ory, monitor PBV motion during deployment 
of RVs and decoys. Decoys would produce less 
PBV motion than the heavier RVs as they were 
ejected from the PBV. This distinctive motion 
might be detected, assuming that the Soviets 
did not cover the PBV with a shroud to con- 
ceal the dispersal of decoys, or that they did 
not appropriately alter the thrust of the PBV 
as its RVs dispersed. 

In the mid-course phase, discrimination 
would become even more difficult. All the ob- 
jects would travel together in a ballistic, free- 
fall flight. Light decoys would not be slowed 
down by atmospheric friction until they de- 
scended to the 100-150 km altitude range— 
the same altitude range that constrains deploy- 

"See chapter 10 for detail* on countenneasuraa to BMD. 
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Photo crtdtt: U.S. Dtptrtmtnt of OttaiM 

COBRA JUDY Radar 

A new radar had been developed and installed on the COBRA JUDY ship. This improves the capability of the U.S. for 
making measurements on reentry vehicles in flight. 

ment of rising decoys in the post-boost phase. 
If decoys had the same signatures or charac- 
teristics of RVs as seen by conventional in- 
frared and radar detectors, then conventional 
discrimination of RVs from decoys would be- 
come extremely difficult. Mid-course discrimi- 
nation is one of the most crucial challenges fac- 
ing the SDI technology development program. 

The BMD jenscrs would also have to detect 
and track defense suppression threats such as 
direct-ascent anti-satellite (DAASAT) missiles 
or space-based ASATs which might attack 
BMD defensive assets in space. The sensors 
should therefore keep track of all of the BMD 
weapons platforms in a given battle space, al- 
lowing the battle manager to determine which 
objects were likely targets and which weap- 
ons should engage the threat. 

Target Tracking Requirements 

Passive IR sensors on a single BSTS or 
SSTS satellii ? -..ould only measure the target 
position in two angular coordinates. Each tar- 
get must be located in three dimensions to al- 

low the battle management computer to cal- 
culate the expected collision point of weapon 
and target. 

Three techniques could furnish three dimen- 
sional data: stereo imaging, ranging, or ballis- 
tic trajectory prediction (see figure 4-4). Two 
or more separated sensor satellites could gen- 
erate stereo data. This would require a com- 
puter to correlate data from multiple sensors 
and could become very complicated with 40 
or 50 sensors generating data from thousands 
or hundreds of thousands of targets. 

Alternatively, a laser range-finder and a pas- 
sive IR two-dimensional imager together on 
one satellite could generate three dimensional 
information. A laser range-finder would deter- 
mine the distance to the target. With a direct, 
one-to-one correlation between two target an- 
gles from a passive sensor and a third range 
coordinate from a laser, computational require- 
ments would be reduced by eliminating the 
need to correlate data from separate platforms. 

Finally, for objects traveling in space on i 
ballistic, free-fall trajectory, Kepler's equations 
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Figur« 4-4.-Illustration of Thro» Technique» for Ettlrnatlng ths Thras-OJrnsnslonal Position of • Target in Spaca 
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In the first view Sensor A could not distinguish between Target # 1 and Targat #2 Stereo viewing from to or rrwre separate satelfites with 
passive IR sensors eliminates this ambiguity Relatively co-nplicated software is required to correlate data from each sensor. The other 
two techniques can predict Ihiee dimensional information from one platform, eliminating the requirement for multiple satellite sensor 
data correlation; a laser range finder determines the range or distance to a target by measuring the travel time for a pulse of light from the 
platform to the target and back, uniquely determining position with one measurement The ballistic trajectory prediction approach uses 
only the passive IR sensor, but requires three or more measuiements at different times to computr» the target* path through spaca. 
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of motion may be applied: a passive sensor 
could determine the path of an RV in three 
dimensions by measuring its two-dimensional 
position three or more times. This trajectory 
prediction approach requires more time (hun- 
dreds of seconds) to build up an accurate track: 
this would be adequate for the mid-course 
phase. It would require more data storage and 
processing than the laser range-finder tech- 
nique, but only one passive sensor. 

Kill Assessment Requirements 

Sensors would also have to determine 
whether a missile or RV had been disabled or 
destroyed. Missed targets would have to be 
retargeted, and d:.sabled targets should be ig- 
nored throughout the remainder of the battle. 
Kill assessment should be straightforward for. 
most XEW projectiles, since their impact 
would smash targets into thousands of pieces. 
However, some SBIs might partially damage 
a boostei by clipping a non-critical edge, leav- 
ing the bulk of the missile intact. In this case 
the sensor might judge a missile "killed" if it 
veered sufficiently off-course to a non-threat- 
ening trajectory. 

Damage to targets attacked by laser or par- 
ticle beam weapons might be more difficult to 
diagnose. A laser beam might conceivably burn 
through a critical component without detect- 
able damage, yet divert a missile from its in- 
tended course. More likely, the laser would dis- 
integrate the missile body, which is highly 
stressed during acceleration—as demonstrated 
by a ground-based high-energy laser test at the 
White Sands Missile Raiige.17 

Damage due to particle beams or electron 
beams might be more difficult to detect. Neu- 
tral particle beams, for example, might pene- 
trate several cm into a missile or RV, destroy- 

"The mid-range infrared advanced chemical laser (MIRACL) 
at White Sands Missile Range in New Mexico was aimed at 
a strapped-down Titan missile second stage. The missile was 
mechanically loaded with 60 psi of nitrogen gas to simulate the 
4-g load and propel! ant conditions that it would experience in 
an actual flight. After approximately 2 seconds of exposure to 
the laser beam, which had a power greater than 1 megawatt, 
the Titan booster completely ruptured, shattering into fragments 
as heating of a roughly 1 m' area destroyed the mechanical in- 
tegrity of the booster skin. 

ing critical electronic components without any 
apparent external damage. An RV might be 
effectively "killed" with respect to its mission 
at much lower particle beam energy than that 
necessary to show detectable damage. 

On the other hand, NPB system designers 
could increase particle beam fluence to levels 
that would assure electronics destruction (say 
50 joules/gram (J/g)—only 10 J/g destroys 
most electronics) as long as the target were 
hit. Kill assessment would then become "hit 
assessment": if the beam dwelled on the tar- 
get long enough to impart 50 J/g, then the elec- 
tronics could be judged "killed." With this ap- 
proach, NPB weapons would be effectively 
lethal at lower energy levels than that needed 
for melting aluminum or causing structural 
weakness (500 to 1,000 J/g). Relying on this 
indirect kill assessment would require confi- 
dence that the Soviets had not shielded criti- 
cal internal electronic components from NPB 
radiation. 

Table 4-1.—Summary of Typical Sensor Requirement« 

Sumilltnci: 
Coverage Global 
Targets ICBM's, SLBM's, direct ascent 

ASAT's, space mines, and one's 
own BMD assets, including all 
sensor and weapons satellites 
and launched SBIs 

Targft Discrimination: 
Boost Phase ICBM/SLBM/DANASAT 
Post-boost & mid- 

course  PBV, RV, light decoy, replica, 
thrusted replica, & debris 

Terminal RV & thrusted replica 
Tracking: 
Targets ICBM's 1,400-2,000 

SLBM's 1,000-1,500 
"    DANASAT's: 1,000-16,000 

PBVs 2,400-3,000 
RV's 8,000-15,000 
Decoys hundreds of 

thousands 
TracK file position, velocity, & acceleration in 

3-0 
Kill «•••«•menfc 
KEW destruction 
Laser destruction 
NPB  nit assessment or other  
SOURCE: OMIc» ot Ttehnolog-, AtMsamwit. ISM 
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Sensor Technology 

Three types of sensors might satisfy portions 
of these BMD requirements: passive, active, 
and interactive. Passive sensors rely on natu- 
ral radiation emitted by or reflected from the 
target. Active sensors, such as radars, il- 
luminate the target with radiation and detect 
the reflected signal. "Interactive sensors" (a 
term unique to the SDI) would use a strong 
beam of energy or cloud of dust-like particles 
to perturb targets in some measurable way 
(without necessarily disabling it) so that RVs 
could be discriminated from decoys. For ex- 
ample, the cloud might slow down light decoys 
much more than heavy RVs, or penetrating 
particle beams might create a burst of neutrons 
or gamma rays from RVs but not from balloons. 

Passive Seniors 
How Passive Sensors Work.—Passive sensors 

detect military targets either by measuring 
their natural emission, or by detecting natu- 
ral light reflected from the targets. A typical 

>* 
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Photo cwd/t. US Department ot Defense. 
Strategic Defense Intuitive Orgenuttion 

Infrared image of the moc.i from SDIO's Delta 181 
experiment. That experiment took measurements of a 
rocket booster and other objects in «pace to gather 
information about the kinds of sensora that would be 
needed in a spacfcbased ballistic missile defense 
system. This may ba the first long-w»«/ infrared image 

acquired .rcm a platform In space. 
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sensor is similar to an ordinary camera. An op- 
tical element (the lens) forms an image, and 
a light sensitive surface records that image (the 
film). 

In BMD infrared sensors, the optical lens 
would be replaced by a system of reflecting mir- 
rors and the camera film by an array of dis- 
crete optical detectors in the focal plane which 
convert the optical image into electronic sig- 
nals for immediate computer processing. Many 
detectors are required to record a detailed im- 
age. In a sense each detector substitutes for 
one grain of photographic film. Some sensors 
use a stationary twoKÜmensional "staring" ar- 
ray of detectors, in direct analogy to photo- 
graphic film. Others mechanically scan the im- 
age across an array of detectors that may be 
either two-dimensional or linear. 

Infrared Sensors.—Ordinary photographic 
cameras record the visible light reflected from 
a scene. For BMD, the IR energy emitted by 
the target (particularly the hot exhaust gases 
ejected from a missile booster engine) is a bet- 
ter source of information." The sensor images 
the infrared radiation from the target and back- 
ground onto a photosensitive array of detec- 
tors. These detectors generate a series of elec- 
trical signals that are processed by computers 
to detect and track the target. 

There are three distinct target classes for the 
BMD mission: missiles with their rocket en- 
gines firing, post-boost vehicles with much 
lower power engines, and cold objects such as 
RVs and decoys in space.'* Each type of tar- 
get demands different IR sensors. Hot exhaust 
gas from a booster engine radiates primarily 
in relatively narrow bands of short wavelength 
IR. The exact wavelength of this radiation is 

"All object? with a temperature above absolute zero (-273 
Cl emit energy in the form of electromagnetic waves, such as 
light waves, infrared waves, microwaves, etc. For example, the 
human body continuously radiates infrared waves. To an in- 
frared camera, we all "glow in the dark": our bodies would be 
recorded on infrared film as a group of "hot spots," even if the 
picture were taken in absolute darkness. Similarly, any target 
emits energy which can, in principle, be detected with appro- 
priate sensors, provided only that the target is wanner (or colder) 
than the background scene. 

"The RVs do heat up from friction as they enter the 
atmosphere. 
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determined hy the particular gas constituents. 
The primary emission bands for gas plumes 
are near the water vapor and carbon dioxide 
tines at 2.7 micrometers" (in the short wave 
1R or SWIR) and at 4.26 »nn (in the middle 
wave IRor MVY1R).»' 

Other specific radiation lines may help iden- 
tify some Soviet booster plumbs: this will be 
investignted in the SDI research program. 
These plumes radiate hundreds of thousands 
to millions of watts per steradian (W/sr) of 
energy. Post-boost vehicles also have propul- 
sion systems, but their smaller motors radi- 
ate only hundreds of W/sr. 

Reentry vehicles remain near "room temper- 
ature" (20 ■ C or 293° K) in mid-course, until 
they are heated by the friction of the atmos- 
phere on reentry. The maximum radiation for 
room temperature objects is near 10 ?m in the 
LWIR. Infrared detection of RVs is difficult 
because of their low level of radiation (typically 
a few W/3T) and poor contrast against the earth 
background. That is, the earth is also near 
"room temperature," with strong emission in 
the 10-jim band. An JR sensor cannot "see" 
a red target against a red background. The sen- 
sor would generally have to wait until the tar- 
got R V was above the horizon to view it against 
the cold (4 " Kl temperature of space. The sen- 
sor system would also have to filter out the 
IR energy from planets or bright stars in the 
field of view." 

The technical feasibility of detecting rela- 
tively cold RVs against a space background 
was demonstrated on June 10.1984, when an 
LWIR sensor on board the Army's Homing 
Overlay Experiment (HOE) missile success- 
fully detected a simulated RV over the Pacific 

Ocean." The sensor guided the HOE projec- 
tile into a coli;«'"n course, destroying a target 
laurxhed earlier from Vandenberg AFB in Cali- 
fornia. This test demonstrated an ability to de- 
tect and t,-ack a single approaching RV in space 
at relatively close range. (The initial HOE mis- 
sile trajectory was specified by radar signals 
from Kwajalein until the missile LWIR sen- 
sor could acquire the target.) 

Tracking thousands of RVs and possibly 
hundreds of thousands of decoys with space- 
based sensor satellites from distances of 5.000 
to 10.000 km would be more challenging, par- 
ticularly if the RVs were encapsulated in bal- 
loons and decoy balloons were tied (tethered) 
together or to an RV. 

77iree-Co/or Infrared Senaon.—Depending 
on the offense's ceuntermeasures, discrimina- 
tion of RVs from decoys might be improved 
if the object temperatures could be measured 
accurately. Long-wave IR sensors that detect 
one narrow wavelength band cannot determine 
temperature. That is, a wann object with low 
IR emissivity" could produce the same radi- 
ance at one wavelength as a cooler object with 
high emissivity, as illustrated in figure 4-5. 
However, the shape of the blackbody (non- 
reflecting object) radiation curve as a function 
of wavelength is distinct for objects at differ- 
ent temperatures. This suggests that two or 
more LWIR sensors operating at different 
wavelength bands within the 8- to 24-am re- 
gion could estimate the temperature of space 
objects, independent of their general emis- 
sivities. 

Most SDI architects recommended three- 
color LWIR detectors to measure energy in 
three separate wavelength bands or "colors." 
Note that this complicates sensor design and 

«One micrometer Ural U on« millionth (10" •> of • meter. 
"Atmospheric water vapor and carbon dioxide attenuate most 

of th» IR radiation from a missile plum» in the early ataftes of 
flight How«-ver. th» higher lemp*r»lur* and pressure of the 
«r«t«f and O), in the plume prod ore a broadw IR spMlrum than 
the atnio*rhrric adsorption band» Infrared energy will there- 
for» leak through on both «idea of the 2.7 and 4.3 «m line», «van 
from rockeU cloae to th» aurfae» of th» Earth. 

"The Air Force haa uaed a »tar as the "target"' for teat» of 
the US. F-15 launched ASAT. which uaaa a LWIR aenaor to 
borne on its target. 

"To plao» this experiment l<. panpactiv». it should be noted 
that thia RV was significantly brighter than the radiance ex- 
pected from current RVa. while the Soviets may take steps to 
further reduce IR emissions. 

"The emissivity of any object indicates its ability to radiate 
energy. Emissivity is defined as the ratio of the energy radi- 
ated at any wavelength to the amount of energy radiated by 
a perfect blackbody at th» same temperature. (A "blackbody" 
absorbs all energy reaching ita surface.) Thua an object with 
low emissivity will radiate leas energy than a higher emissivity 
object, even though they an both at the same temperature 

/ / 
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construction. Each "pixel" must be measured 
by throe different detector elements. Detector 
manufacturing and signal processing tasks are 
increased. 

Cooling.—If an LWIR camera were operated 
at room temperature, then the entire camera 
enclosure would radiate LWIR energy and fog 
the film or saturate the 1R detectors with noise. 
Sensitive IR cameras must therefore be cooled 
to reduce stray radiation. In particular, the mir- 
rors that form the IR image must usually be 
cooled to keep IR noise generated by mirror 
radiation small compared to other background 
radiation. Cooling further complicates the task 
of building large, light-weight mirrors for 
space-based sensors. The degree of cooling nec- 
essary depends on the temperature and radia- 
tion levels of the expected targets. 

Some detectors themselves must also be 
cooled—typically to the range from 4 ° K to 78 ° 
K—to reduce the self-generated thermal noise 
that would mask photon-generated signals 
from targets of interest. One key SDI task is 
therefore to develop space-qualified cryogenic 
coolers that could operate for many years in 
space. The current goal is to reach life-times 

$T 

Cryocootor for apace applications Many of the 
advanced "heat-detecting" Infrared aeneors necessary 
lo identify and track mltailaa and warheads in apaca 
must ba coofad to work proparty. Specie) raf rtgarafon 
called cryocootors would produca «ha naadad vary tow 
tempereturea. Cryocooler Ufa, reliability, and perform- 
ance experiment» deelgned to demonstrate the ability 

to cool tono-wave Infrared detectors 
have been conducted. 

of 7 years, and at least one type of cryogenic 
refrigerator has demonstrated this ability in 
accelerated life tests.** 

tWVisiMe Sensors.-Some SDI contractors 
have proposed the use of visible or even ultra- 
violet (UV) sensor«, primarily to achieve bet- 
ter resolution with realistic optics dimen- 
sions.»* For example, a 28-cm diameter UV 
mirror at 0.3 aim could achieve the same reso- 
lution as a 400-cm (4-m) diameter mirror operat- 
ing at 4.3 Mm. However, this gain is not free: 
reducing the wavelength increases the fabri- 
cation difficulty. Mirrors must be polished to 
within one-tenth to one-twentieth of the oper- 
ating wavelength. Thus an MWIR mirror at 
4.3 /on must be polished to within at least 0.43 
pm of the prescribed surface figure, while a UV 
mirror must be polished to an accuracy of 0.03 
fiva or better. 

"Hughe» Aircraft has demonstrated operation of a magnetic 
gas cooler system with an accelerated teat simulating 7 yean life. 

The resolution jf a sensor is limited by diffraction spread- 
ing of the optical image. This diffraction spreading is propor- 
tional to the wavelength of light used to form the image; shorter 
wavelengths produce less image spreading, yielding better reso- 
lution or »harper images. 

i        , 
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Visible or UV sensors might detect energy 
from rocket plumes, although the visible radi- 
ation from liquid-fueled missiles is minimal. 
The atmosphere attenuates UV below an alti- 
tude of a few tens of km, but a post-boost ve- 
hicle propulsion system m&y generate ade- 
quate UV radiation. To see RVs. however, 
these sensors would have to rely on the reflec- 
tion of natural radiation (sunl'ght, moonlight, 
or Earthlight). Alternatively, u«ey could be 
used in an active mode with a laser designator 
illuminating the target (see next section). 

Current Status of Passive Sensors.—Passive 
infrared sensors operate today in early warn- 
ing satellites. A few satellites at geosyn- 
chronous orbit, some 36.000 km above the 
earth, monitor the entire globe, searching for 
missile launches from the Soviel land mass or 
from the oceans. Several heat-seeking tactical 
missiles such as the air-to-air Sidewinder and 
the ground-to-air Maverick missile also employ 
infrared sensors. This same sensor technology 
supplied the terminal guidance for two success- 
ful space hit-to-kill experiments: the anti- 
satellite (ASATl experiment in which a mis- 
sile fired from an F-l 5 aircraft destroyed a sat- 
ellite in space and the Homing Overlay Ex- 
periment. 

Today's operational infrared sensors have 
relatively small optical systems, typically 20 
cm or less in diameter, and focal plane arrays 
of a few thousand detectors. Most detectors 
are fabricated from bulk silicon and could not 
survive in a nuclear environment. Relatively 
few large detector arrays are built each yi<ar. 

and the United States does not yet have the 
manufacturing technology to build large ar- 
rays economically. 

Key Issues for Passive Sensors.—This report 
has identified five key issues for passive sen- 
sor technology development (see table 4-1). 
While driven by the space-based system re- 
quirements, these same sensor functions would 
be required for effective ground-launched 
weapons systems. Whether the sensors rode 
on airborne or space-based platforms, these is- 
sues would have to be resolved to produce a 
robust BMD system. 

Mirror Size.'-A sensor system mirror must 
be large to collect enough energy, to resolve 
closely spaced objects, and to accurately di- 
rect weapons systems (see box 4-A). The mir- 
ror size needed is determined by sensor oper- 
ating wavelength, distance to target, and 
target positional accuracy required by the 
weapon system. The resolution of any optical 
system is given approximately by the wave- 
length divided by the diameter of the aperture 
multiplied by the range. 

Typical mirror sizes for adequate spot reso- 
lution from a passive sensor at 3,000 km alti- 
tude are shown in figure 4-6." To provide ade- 
quate aiming information to homing kinetic 
energy weapons, sensor resolutions from 10 m 

Tig. 4-« MIUIM» a perfect, diffraction limited optical ays- 
fe~.. In practice other factor»-auch as vibration, imperfect mir- 
ror quality, and thermal distortion»-would degrade reaohition. 
TniK figure, therefore, represents the minimum allowable mir- 
ror site for a spot. Tracking resolution may only require mir- 
rors a fetor of 10 small*-, aa noted in Uta test 

Tabta 4-2.—Key Issues for Passive Sensors 

KEW PEW Currant status 
Mirror sirs (m) about 0.1 
Number of detsctor elements 

(resolution limited) 
Geo/staring  10* 10* 

Geo/scanning lO'-IO1 

3,000km/stanng (1TOV) lO'-IO* 
3,0Q0km/scanning 10' 

Detector manufacturing capacity lOMOVyr 
Signal processing 

Rates 10VS 
Memory 1x10' 

SOURCE onto t» TacNK*>er IIIIIWIW. ISM 

about 1 
(UVMslNe) 

N/A 

N/A 
10* 
lOMO" 
lO'-W/yr 

10"/s 
1X10* 

0.1-24 

many tens of 
thousands 

lOVyr 

several x 107a 
8x10' 

L 



Box 4-A.—Sensor Resolution Limits 

The resolution of any electromagnetic sensor 
(or it» ability to separate two closely spaced ob- 
jects) is limited by two factors: diffraction and 
detector element sire. The image formed by the 
sensor optics cannot faithfully i «»produce the ac- 
tual scene. An infinitesimally small point in the 
scene will have a finite size in the image due to 
diffraction or spreading of the light beam. This 
spreading increases with distance, so diffraction 
will limit the useful range of any sensor as sh jwn 
in figure 4-6a. 

The optical system projects an image of the 
scene onto the detector array. The sue of each 

rtQura 4^a.—D!ntsc4tQfvlJn>M(f ItafiQS 
lor Tan Mete/ neeotutlofl 

0    1      4     6     6     10    12    14     16    18   20 

Sensor rang« as • function of mirror diameter to produce 
a l&fnnter resolution element at the target, for three differ- 
ent wavelength tensors. Two point targets separated by 
10 meters at these ranges could Just be resolved by mir- 
rors ot these sixes. 

detector element in thr.s array must be equal to 
or preferably smaller than the opticd resolution 
size to preserve the diffraction-reooluticn of the 
figure in the electron* „* signal. If the detector ele- 
ments are too large, then thty will further limit 
the system resolution. 

For a fixed field of-view, as the distance be- 
tween the scene and the sensor increases, then 
each detector element covers a larger area in 
space: the resolution decreases with range, the 
same dependence as diffraction spreading of the 
optical image. 

Figure 4-«b.-Range Umfted by Number of 
Detect ye for Tan-Meter Raeotutton 
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Ranon of LWIR sensors as limited by the number of de- 
tector »lements In the fosat plant array. The staring ar- 
ray Is a fixed, two-dimensional array with a 20° 
fleld-of view. The scanning array covert a 10' by 360' 
"coolie hat" pattern, with 10 rows of elements scanning 
each point In the Image. Both arrays detect three differ- 
ent LWIR bands. The scanning array could use |ust one 
row of detectors to sweep out the image. However, to im- 
prove signal-to-nolse ratio, most designs utilize more than 
on* row and "time delay and Integrate" (TDI) circuits to 
average the signals from many rows. 

up to 1 km may be adequate, depending upon 
tne sensors and the divert capability of the in- 
terceptor. As shown in figure 4-7, tnirrors of 
1-m diameter or less are adequate for any visi- 
ble or IR wavelength. Furthermore, a 1-m mir- 
ror operating at 2.7 pm would yield 10-m tar- 
get accuracy from 3,000 km.** 

Th« prjm.fy mmtmr vjpnr «mi—MI KM hw mU.«iU OTK«I^ 

phiraM is at 2 7 »m. 

Track resolution, however, imposes a less 
stringent requirement than the spot resolution 
for a single "look." Data from many "looks" 
can be combined, using statistical techniques, 
to achieve up to a tenfold improvement There- 
fore, proportionately smaller mirrors are 
needed for predicting tracks. 

Directed-energy weapons would require 
much better resolution than SBIs, since they 
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Figure 4 7.—Mirror Stzt Plotted «. the Operating 
Wavelength of a Sensor System 
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Mirror tin ptotttd » the operating wavelength of th« sensor 
System, assuming * 3.000 km rang« to In« most distant target, tor 
indicated tool resolution Note that the Utckinq resolution can be 
up to a factor of 10 better than the esolution calculated for one 
"took." based on diffraction limits. Therefore. the tracking may only 
require mirror« up to 10 times smaller than Indicated In the figure 

r-or homing kinetic energy weapons, moderste-sijed mirrors (well 
undei 1 metet m diameter) would be adequate lor all wavelengths 
Dnecledenergy weapons such as high power lasers would require 
senso'S wilh very large minors operating in the visible or even 
u'l'avioiet region ol the spectrum Thus all DEWs would have to use 
a low resolution LWIR sensor to point a second UV/visiblr> jclive 
sensor or laser on each weapons platform to achieve the necessary 
accuracy 
SOURCE  OHice o< Terhnoloq» »t»M»ment. tSSO 

must be focused to a small spot without the 
benefit, of a homing sensor at close range. 
LWIR sensor mirrors to direct DEWs would 
have to exceed 10 m in diameter. Therefore a 
DEW sensor would probably have to operate 
in the SWIK or M WIR, visible, or even ultra- 
violet (UV) wavelengths.* Laser beam weap- 
ons would demand the highest accuracy to take 
full advantage of their small spot size and 
therefore high intensity on target, typically on 
the order of 30 cm at 3,000 km or 0.1 microra- 
dian. Neutral particle beams, as currently en- 
visaged, would have about one microradian 

This might be satisfactory for t-oost-phase kills, but cold 
RV's in mid-course could only be detected with LWIR sensors. 
Hence a future laser BMD system deigned to attack RV's would 
have to use a coarse LWIR sensor fo.- detection, then a sepa- 
rate laser designator at shorter wavelength to illuminate tar- 
gets for tracking by a second UV or visible-tight sensor. This 
complexity, combined with the durability of RV's as a result 
of their ablative shield reeded for reentry, makes the use of la- 
ser beams for killing RV's in mid-course very doubtful. 

divergence, producing a 3 m spot at 3,000 km, 
so NPB sensors could be about 10 times less 
accurate than laser beam sensors. 

Number of Detector Elements per Array. — 
Each passive sensor would need many detec- 
tor elements for both adequate resolution and 
high signal-to-noisc ratios. For example, a star- 
ing array sensor on a BSTS satellite at geosyn- 
chronous orbit (3G.000 km) could need well over 
a million detector elements to afford coarse 
resolution at the surface of the Earth. This re- 
quirement could be reduced to hundreds of 
thousands of detector elements by scanning 
the IR image over a smaller array of detectors, 
so th.it each detector sampled many resolution 
elements in the IR image. 

Many detector elements would also be nec- 
essary to yield adequate signal-to-noise ratios: 
the electrical signal produced by IR radiation 
from a target would have to exceed the signal 
from all sources of noise. Competing IR noise 
could come from the background scene such 
as the Earth or stars, from the mirrors and 
housing of the sensor system, and from the in- 
ternal electrical noise of the detector elements. 
The signal-to-background-noise ratio could be 
maximized by distributing the background 
from a fixed field-of-view over many detector 
elements.** For the most stressing task of de- 
tecting cold RVs above the horizon against 
atmospheric background at a tangent height 
of 50 to 80 km, sensors would need at least 
several hundred thousand detector elements 
to generate adequate signal-to-noise ratios.*1 

Current IR focal plane arrays on operational 
military sensors for tactical elements have up 
to 180 detector elements. Some other opera- 
tional systems have several thousand, and ex- 
perimental arrays with many more than 10,000 

"Ideally, each detector element should be the same size as 
that of the target image If the elements were twice this ideal 
size (half the total number of detectors in the array), then each 
element would collect twice the background noise with no in- 
crease in signal: the signal-to-noise ratio would be cut in half. 
For many long-range BMD missions, the detector element would 
be much larger than the target image. 
"These numbers of detectors are based on the assumption that 
the sensor mirrors are cooled to the 80 ° to 100' K range ao that 
IR radiation from those mirrors does not dominate the noise, 
and that the detectors «re fabricated with low noise. 

t 
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Sensor focal plane array of 128 by 128 detector 
elements These elements convert light energy into 
electrical signals. Focal plane arrays are the electro- 
optical equivalent of film In a camera. Some SDI 
sensors may require focal planes containing hundreds 

of thousands of detector elements. 

elements have been fabricated. The focal plane 
or^ay (FPA) for the pianned Airborne Optical 
Adjunct (AOA) experiment will have a 38,400- 
element three-color FPA.W However, none of 
these detectors was designed to the radiation 
hardness needed for BMD sensors. 

Detector Radiation Hardness.—Ballistic 
missile defense sensors must withstand radi- 
ation from distant nuclear explosions. Current 
detectors are fabricated from relatively thick 
bulk materials such as silicon or mercury cad- 
mium telluride (HgCdTe) which are suscepti- 
ble to radiation damage. Other materials, such 
as gallium arsenide or germanium, or thinner 
detector structures would be needed to achieve 
radiation hardness goals. Impurity band con- 
ductor (IBC) detectors, which are only 10 to 
12 urn thick, can withstand 10 to 100 times 
more radiation than common bulk silicon de- 

"See Aviation Week and Space Technology. Nov. 10.1986. 
p. 87. 

tectors. Arrays with up to 500 IBC elements 
have been fabricated in the laboratory. 

The electronic readout from FPAs must also 
be resistant to radiation damage. In the past, 
charge-coupled devices (CCD) were used to read 
out large detector arrays. To reduce suscepti- 
bility to radiation damage, researchers are 
butt-bonding switching metal oxide semicon- 
ductor field effect transistor (MOSFET) read- 
outs to the detectors. 

Detector Manufacturing Capacity.—Indus- 
try produces about 1 million IR detectors per 
year. Many of these are small linear arrays of 
16 to 180 elements each, used for tactical IR 
missiles or scanning IR imaging systems. The 
"Teal Ruby"M experiment's bulk-silicon array 
is the largest built so far. Production would 
have to increase by one or two orders of mag- 
nitude to satisfy the ambitious BMD goals: 
very large, radiation-hard, low-noise arrays 
would be required. For example, just one BMD 
sensor would require several, perhaps up to 10, 
times the current annual production capacity— 
and there could be many tens of sensors in a 
second-phase space-based BMD system. The 
SDIO has prograns underway intended to 

"Teal Ruby it an experimental satellite designed to detect 
aircraft from spec« with an LWIR detector array. 

Photo eromi: US Dtpartmonl of Dttmim. 
StrfgH: Dtltrtm mtlltlrt OrgmuaMon 

Impurity Band Conduction Long-Wave 
Infrared Detector Array 
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achieve these improvements in manufacturing 
capability. 

Conversion from laboratory fabrication to 
full-scale manufacturing of the new IEC de- 
tectors—assuming they continue to be the pre- 
ferred detector—could limit BMD sensor de- 
ployment. Industry performance in converting 
to the manufacture of bulk silicon IR "com- 
mon module" arrays in the early 1980s was 
not good. Producing arrays of just 60,120, or 
180 elements once held up the completion of 
M-l tanks that use forward looking IR (FLIR) 
sensors. 

Manufacturing yield (the ratio of the num- 
ber of acceptable arrays to the number manu- 
factured) for IR detectors would have to be im- 
proved. The overall yield (including read-out) 
for the Teal Ruby array was about 2 percent. 
Since yield was so low, every element had to 
be individually tested at cryogenic (10° K) tem- 
peratures: testing might be the limiting man- 
ufacturing process. The SDIO has initiated 
programs to address this problem in fiscal year 
1988. 

S/gna/ Processing Improvements.—Projected 
signal processing rates for BMD sensors would 
exceed current space-based operational capa- 
bilities by factors of a few hundred. Current 
operational signal processors can handle up 
tens ot millions operations per second (MOPS), 
while BMD signal processing requirements 
might exceed 10 billion operations per second, 
or 10 giga-OPS (GOPS). 

Projected on-board memory requirements 
for BMD sensors vary from 10 million to 100 
million bytes of information. Reaching these 
memory and processing goals by the 1990s 
seems likely, given the progress in very high 
speed integrated circuits (VHSIC). 

Power consumption of signal processors 
must be reduced. The AOA experiment will re- 
quire less than 10 kilowatts (KW) of power to 
drive a 15 GOPprocessor, or over 1.5 MOPS/W. 
Hardened VHSIC technology offers the prom- 
ise of many times less power consumption (40 
MOPS/W) and good radiation resistance. 

Active Sensors 

How Active Sensors Work.—Active sensors 
illuminate the target with radiation and mon- 
itor reflected energy. In general, active sen- 
sors have the advantage of adequate illumi- 
nation under all conditions: they do not have 
to rely on radiation from the target or favora- 
ble natural lighting conditions. They suffer the 
disadvantage, under some circumstances, of 
being susceptible to jamming or spoofing the 
opponent can monitor the illumination beam 
and retransmit a modified beam at the same 
frequency to overpower or confuse the receiver. 
At the very least, the illumination beam can 
alert the enemy that he is under surveillance 
or attack. This might be a concern for surveil- 
lance and tracking of defense suppression 
weapons such as direct-ascent or orbiting 
ASATs. * 

Microwave radar, an active sensor used so 
successfully in tracking aircraft, might sup- 
port some phases of BMD, particularly for ter- 
minal defema. These ground-based radars 
might use advanced data processing tech- 
niques to generate pseudo-images of RVs to 
distinguish between RVs and decoys, as de- 
scribed below. Conventional microwave radar 
has two serious limitations for most space- 
based BMD functions: limited resolution and 
large power requirements. Because of the large 
antennae, large power requirements, and sur- 
viyability issues, microwave radar is not a 
prime candidate for BMD space applications.*4 

However, the SDIO still believes that micro- 
wave radar might be included in future BMD 
systems. 

SDI researchers are also investigating laser 
radar or "ladar" for applications such as meas- 
uring the range to a target and discriminat- 
ing RVs from decoy*. In principle, ladar is 
equivalent to radar with much shorter (opti- 

^The SDIO bad considered developing shorter ntiffimetar wave 
radar to provide better radar resolution and lower power require- 
ments. With reducer) funding, support for millimeter radar has 
been reduced. Distributed antenna arrays are also beirg con- 
sidered to provide space surveillance of aircraft and cruis» mis- 
siles for the Air Defense Initiative. 
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eal or infrared) wavelengths. With shorter 
wavelength, ladars generally would give bet- 
ter resolution with less power and weight. La- 
dars cannot operate in all weather conditions 
on earth. They are therefore better suited for 
space applications. 

Imaging Radars.—It an object is moving 
relative to a radar, then the radar return sig- 
nal is shifted in frequency, similar to the Dop- 
pler frequency shift of a train whistle as it 
passes by a stationary observer. For objects 
that rotate, such as spinning satellites or reen- 
try vehicles, pseudo-images can be generated 
by processing the doppler frequency shifts of 
radar signals stored over time. This if a proc- 
ess similar to synthetic aperture radar, some- 
times called inverse synthetic aperture r*dar 
(ISAR)» 

Consider a conical RV spinning about its axis 
(figure 4-8). The tip of the cone has no signifi- 
cant motion due to rotation, and little doppler 
frequency shift. The back edge of the cone has 
a large motion (proportional to the radius of 
the cone and the angular velocity of the RV) 
and a large doppler frequency shift. A plot of 
range to target versus doppler frequency shift 
will therefore resemble the shape of the RV for 
most orientations of radar beam to spinning 
RV." 

The resolution of range/doppler pseudo- 
images does not depend on radar-beam spot 
size. The beam floods the target area, so pre- 
cise beam pointing is unnecessary. Range reso- 
lution is inversely proportional to the band- 

"An airborne synthetic aperture radar system generates an 
image of the ground by measuring the doppler frequency shifts 
of all return radar signals. Targ -ts directly ahead of the radar 
aircraf* have maximum Doppler frequency shift because the 
relative \ "locity between the ground and the aircraft is a maxi- 
mum. Targets perpendicular to the aircraft flight path have no 
relative motion toward the aircraft and no Doppler frequency 
shift By storing all the radar returns and processing data over 
time, a pseudo image of the ground is generated. 

"if an imaging r»dar were borevighted along the trajectory 
of an R V. there would be no doppler frequency shift and no im- 
age. Conversely, if the radar locked perpendicular to the RV 
flight path, there would be no information on the length of the 
RV: any ran^e spread would be due to the radius of the cone, 
independent of length. For other radar look angles bet ween these 
extremes, the doppler frequency shift would be proportional to 
the sine tf the look angle, and the range spread would be propor- 
tional to the cosine of lint angle. 

Figur« 4-s.-Muctr*tion of an imaging Radar Viewing 
a Spinning Conical Target 

Spinning oona 
In i 

Radar beam 

Ranga/dopplar peeudo 
Image on radar screen 

rxopler frequency 

Point" A" on tia basa of tfia cone hai *• moat moaon toward a?ia 
radar, producing tfie largest dopplar frequency shift The echo 
»Tynthapc^wouMapc^ejaipokrt'A'wiaradar-gaoaralad 
plot of range var*actopplarfrequancyehlRPc#irB%« 
t>eaarmranyaapoirt,A%arr<)vlngparparicncuav»t>era- 
dar beam, and w* hava no dopplar frequency shift; Ms echo 
would be plotted as shown. Stmflarty, point "C* ie moving away 
from tie radar, and would have a negative doppler free* ncy 
shift Fina*y, points along tm cone such as point 'D'haveiower 
frequency •*>*». ainca »wy are closer to *e spinning axle. Tha 
resulting renge-duppler plot wM tfieratore raaarnbla tfie conical 
target 

width of the transmitted signal. For example, 
a one gigahertz'1 bandwidth radar signal could 
have a range resolution capability of 15 cm. 
Resolution in the cross-track direction (cor- 
responding to the radius of the spinning cone) 
is limited by the minimum doppler frequency 
shift that can be detected, radar wavelength 
(smaller is better), and the rotation rate of the 
RV (larger is better).** For microwave radars, 
typical doppler frequency shifts are ir the tens 
to hundreds of hertz. Many radar pulses must 
be stored and analyzed to measure these low 
frequencies, which requites substantial data 
processing. 

"Gigahertz is a unit of frequency equal to one billion cycles 
per second. 

"Note that doppler (cross-track) nsohitioo of these pseudo 
images is not eot^valent to positional accuracy'. Object details 
on the order of a few cm may be resolved in these images, but 
the cross-track position «>f the object will not be known to bet- 
ter than the radar beam width, which might be tana of kms wide. 
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Artist's concept of laser tub« assembly for laser radar »ensor system. Such laser radars, or "ladars" might tw deployed 
on space-based Interceptor carrier vehicles or on spacn surveillance and tracking system satellites 

to help identify or fc-ft incoming missiles. 

Ladar.—The short wavelength and very 
short pulse-length of a laser might prove very 
useful for several BMD functions. A laser ra- 
dar or ladar system would illuminate the tar- 
get cloud with a pulsed beam of light. An opti- 
cal receiver would detect the reflected echoes, 
in direct analogy to a microwave radar. Vari- 
ous types of ladars could supply one-dimen- 
sional range to the target (a laser range-finder), 
or they could generate 2- or 3-dimonsional 
images. * 

Several modes of imaging operation are 
possible: 

• Scanning beam or "angle/angle" mode: a 
pulsed laser beam is focused und scanned 
over the scene. A single optical detector 
records the time sequence of reflections 
from each returned laser pulse, and a three 
d'tnensional map of target portion is gen- 
erated in computer memory. Ladar reso- 
lution would depend on the beam spot size, 
which could be as small as 3 m at 3,000 
km with reasonably sizeü optics.** Very 
short-wavelength lasers are preferred to 
minimize spot size. The range resolution 
would be ca the order of 1.5 m with 10- 
nanosecond long laser pulses, which are 
commercially available. 

"A 0.5 pm laser with a 60-cm mirror would produce r. 
t'ift-«ctkm-linijted spot 3 m in dicmeter at a distance of 3.000 km. 

• Focal plane array: a passive ;mager, simi- 
lar to the IR sensors, record* the scene 
illuminated by a laser. The laser is the 
"flash lamp". 

• Doppler ladar: the optical analog of a 
microwave Doppler imaging radai might 
be feasible if lasers with adequate coher- 
ence could be built. Doppler resolution of 
a coherent ladar could be excellent. A 30- 
cm RV rotating once pe- second would 
generat« a 3.8 megahertz (million cycles/ 
second—MHz) frequency shift in the la- 
dar return signal, compared to only 60 
hertz for an X-band imaging radar. Since 
the resol ition of this pseudo-image would 
be independent of spot size, there would 
be no need to operate at short UV or visi- 
ble wavelengths. This fine Lnage resolu- 
tion would not, however, yie'd good posi- 
tional information. A narrow beam (short 
* avelength) angle/angle ladar wo»dd be re- 
quired for good angular resolution. 

Active Discrimination.—A ladar might be 
very useful for discriminating between RVs 
and decoyJ as they were ejected from a PBV. 
The PBV would perceptibly change its veloc- 
ity as each heavy RV was discharged, but not 
as light decoys were dispensed. A ladar could 
be designed with the spatial resolution to re- 
solve independently the PBV and the RV or 
decoy and, in theory, to measure the differen- 
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tial velocities before and after each deploy- 
ment.4* 

Light decoys might inflate as they left the 
PBV. A high resolution imaging ladar could 
in principle observe this inflation and so iden- 
tify balloon decoys.4' A precision doppler la- 
dar mighi also observe small vibration or nu- 
tation (wobbling) differences between an RV 
and a decoy. Light decoys might vibrate at tens 
to hundreds of kilohertz (kHz), heavier RVs 
at less than a few kHz. Over tens of seconds, 
the nose of a spinning RV also nutat ,*t> a few 
millimeters: a very high resolution laacr might 
detect this motion, but bng integration times 
and high data storage rate* would be nec- 
essary. 

Current Statut; of Active Sent«rs.—Active 
sensor technologies have been tested and de- 
ployed in some form since the radars of World 
War II. Considerable development remains, 
however, before active sensors '«•ill be ready 
for advanced BMD systems. 

Phased-array Search Radars.—Ground b«3ed 
phased-array radars arecunently depl jyed in 
both the United States and the Soviet Union 
to detect objscts in sn"ce and frive eariy w.rn- 
ing of missile attack. The "PA VE PAWS ra- 
dars now at Otis AFB on Cape Cod and at 
BerJe Al'B noar Sacramento have two '?yge 
faces each, with active areas 22 m square, pro- 
viding 210° coverage. Each face has 1,792 ac- 
tive antenna elements, with provisions to up- 
grade each face co 3\ by 31 m active areas with 
5.354 elements. Two additional PAVE PAWS 
radars are being built in Georgia and Texas. 

-'onjider a PBV with 10 RVs. The PBV velocity would 
change Very little if ■ light decoy were ejected. Ejecting the 
GrstRV.il .1 weighed l.'löth of the remaining PBV weight, would 
caus? the PBV to «low by 1/lSth of the RV-PBV separation 
velocity. Th«! U. if the two object* were designed to move apart 
at a 1 Scitvscc rate, then the PBV would slow down by 1 cm/aec 
and tho RV would speed up by 14 cm/sec after separation. Later 
RVs would cause the PBV to slow down more, as the ratio of 
RV to remaining PBV weight increased. The ladar woulc f here- 
fore need a velocity resolution of 1 cm/sec in this example. 

"One countermeasure to block the observation of decoy in- 
flation (as well as differentia] velocity detection) would be to 
inflate the decoys under a long shroud, although there is some 
concern that the PBV rocket plume might interfere with a 
shroud. Alternatively, decoys and RVs could be tethered to- 
gether so that their rotation would confuse the sensor, which 
could not keep track of each object (see ch. 10.) 

The United States plans to renlace the three 
existing Ballistic Missile Earl} 'Varnitg Sys- 
tem (BMEWS) mechanically scanned radars 
at Clear, Alaska; Thule, Greenland; and Fyling- 
dales Moor in England with phased array ra- 
dars. The old Distant Early Warning radars 
will also be replaced by 52 new phased array 
North Warning Sy&tem (NWS) radars. These 
radars, along with the mothbalied phased ar- 
n/ radar near Grand Fcrks, North Dakota, 
might supply RV target coordinates to an 
ERIS exoatmo&pheric interceptor system." 

Imaging Radars. - Sev eral radars have been 
operated in t\ c range-doppler imaging mode 
since the early IS70s. These grcund-based ra- 
dars are used to image satellites, RVs, and 
other space objects. MIT's Lincoln Labs oper- 
ates an L-hand and an X-band imaging radar 
at Millstone Hill in Massachusetts. 

Ladars.—Ladar systems have not been 
placed in operation, but they have been tested. 
In 1981 MIT Lincoln Laboratories built the 
"Firepond" CO, ladar, which had a 15 kW peak 
power and 1.4 kW average power. With a one 
microradian resolution, this ladar could detect 
targets spaced 3 m apart at a distance of 3,000 
km. This ladar has boen reactivated for the SDI 
program. It will be operated in the range-dop- 
pler mode to investigate RV imaging in a 
ground-based field test. Two other lasers are 
planned. One will have a very short (nano- 
second), higi oeak power pulse to yield good 
range resolution. The other will use a lower 
peak power, frequency-chirped pulse. To re- 
cover good range -esolution, this chirped pulse 
is compressed electronically in a data proces- 
sor. This same pulse compression technique 
has been used successfully to reduce the peak 
power required in more conventional micro- 
wave radars. 

"SDIO's phase-one Strategic Defense System plans one or 
more optical sensors for cueing ERIS interceptors. However, 
Lockheed-the ERIS developer-and others have proposed an 
"early deployn^nt" version of ERIS that would utilize exist- 
ing -*dars. The computing capabilities of these radars would 
have to be improved to handle hundreds of targets. The sys- 
tem is would be susceptible to electromagnetic pulse, microwave 
jamming, and Mast damago in the event of nue'ear war. At this 
time, phased-array radars are the only sensors available for early 
:Hployment   f ERIS-like BMD systems. 
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Work is also proceeding on diode-pumped 
glass lasers, excimer lasers, and bistatic CO, 
ladars. Glass lasers are typically pumped with 
flash lamps, resulting in very low efficiency 
(typically less than 0.2 percent), since the spec- 
trum of the flash lamp does not match the ab- 
sorption bands cf the Nd:glass material. By 
pumping the Nd-qiass la-er with an array of 
incoherent laser diodes, efficiency can be in- 
creased significantly and the thermal distor- 
tion which normally limits these lasers to very 
low repetition rates can be controlled. 

Escimer lasers have the advantage of gen- 
erating UV radiation, which demands the 
smallest mirrors for a given resolution. 

Key Issues for Active Sensors.—Current SDI 
phase-two concepts call for ground-based ra- 
dars for directing late mid-course and termi- 
nal defense. Space-based ladars are suggested 
for boost-phase ranging, to observe PBV de- 
ployment, and for determining accurate tar- 
get position during mid-course discrimination. 
Ladars might also be used for air-borne rang- 
ing to assist terminal defense. Issues for these 
active sensors include the following. 

Ground-based Radar.—Ground-based radars 
would have to be large, phased-array devices 
to focus adequate energy on many targets. Two 
key issues would be survivabUity and data 
processing. Surge fuses at each radiating di- 
ode in the array could probably protect large 
antennas from nuclear burst-generated elec- 
tromagnetic pulse (EMP). Shielding the struc- 
ture and building could protect interior elec- 
tronics. Most EMP energy would be below 150 
MHz, so radar radio frequency (RF) circuits 
at 10 GHz could be safe. 

However, these antennas would be suscep- 
tible to in-band radiation from dedicated jam- 
mers. It might be a challenge to design effec- 
tive electronic counter-countermeasures to 
protect these large and critical assets from elec- 
tronic jamming by Soviet satellites. Some sys- 
tem architects have suggested that these ra- 
dars be mobile, possibly on railroad cars. 
Mobility might reduce susceptibility to 
jamming. 

Data processing might also be challenging. 
Consider an X-band (3-cm wavelength) radar. 
Its data processor might have to handle 5 mil- 
lion bits per second of incoming data for each 
of 5,000 antenna dipoles, or a total of 25 bil- 
lion bits per second for the entire radar.41 These 
data must be stored and processed to deter- 
mine the direction to each target (by phasing 
the receiving array) and a Fast Fourier Trans- 
form (FFT) operation would have to be per- 
formed on each range bin to measure doppler 
frequency shift over many pulses. 

Doppler imaging radars might be fooled if 
RVs (and decoys) were covered with "fronds," 
—strips painted with irregular patterns of vola- 
tile material. Attached at various places on an 
object, these strips would move about at ran- 
dom in space as the volatile material evapo- 
rated. This motion would give different parts 
of the target different doppler velocities inde- 
pendent of their positions on the RV or decoy 
coneTSuch extraneous frequency shifts might 
confuse the radar processor, obscuring the im- 
age of the RV body. 

Ladar Active Discrimination.—Significant 
advances would be required in ladar technol- 
ogy before it could be utilized to observe PBV 
deployment of RVs and decoys. Key issues 
would be resolution, beam steering, and data 
processing to handle the expected traffic. 

Direct angle/angle ladar imaging of PBVs 
would take very large mirrois.44 The alterna- 
tive would be doppler processing to improve 
cross-track resolution. While microwave syn- 

"Thia daU rate assumes that radar bandwidth is 1 GHz to 
yield a 15-cm range resolution. The radar tracks each target 
to within 100-m accuracy before hand-over to an image mode 
process«, which maintain»! sliding range gate 100m wide about 
each high-speed target. The radar pulse repetition rate is set 
by the highest expected doppler frequency shift produced by 
RV rotation. For clear images of a 20-cm radius RV routing 
at 3 hertz, the pulse repetition frequency (PRF) must be 500 
hertz or higher. (This imaging doppler radar would be highly 
ambiguous with respect to RV velocity, which would require 
MHz type PRFs U/ measure actual velocity.) 

•To image a 30-cm diameter RV, a ladar designer would like 
10 resolution elements across the object to resolve shape or de- 
tails, or 3 cm resolution. Thus, an unpractically large 60-m mir- 
ror would be required for 3 cm resolution at 3,000 km range 
with a visible laser. 
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thetic aperture radars have been successfully 
operated for over 20 years, this process has 
not been extended to optical wavelengths. 
Building stable but powerful space-based 
lasers with the coherence necessary for dop- 
pler processing would be a major challenge. 

Interactive Sensors 

The consensus in the SDI technical commu- 
nity is that passive and active sensors may not 
be adequate to discriminate between RVs and 
decoys in the future. The Soviet Union prob- 
ably has the necessary technology to develop 
decoys and real RVs with nearly the same in- 
frared and radar signatures. Decoys would not 
be extraordinarily difficult to fabricate and dis- 
perse in space, and they would weigh only a 
small fraction of an RV. There is a serious ques- 
tion whether, once dispersed, they could be dis- 
tinguished from real RVs by any passive or 
active sensor. If not, the offense could over- 
whelm a space-based or ground-based mid- 
course defense system with literally hundreds 
of thousands of false targets. 

Mid-course decoy discrimination would be- 
come crucial if the Soviets could: 

• deny a phase-one boost-phase defense 
through countermeasures such as moder- 
ately fast-burn (e.g., 120- second) boosters, 
wid 

• deny significant post-boost kills by mov- 
ing to faster PBV deployment times or to 
single warhead missiles. 

If an initial U.S. deployment of kinetic 
energy weapons could no longer destroy many 
ICBM a in the boost or post-boost phase, and 
if directed-energy weapons were not yet avail- 
able, then mid-course discrimination * ould be- 
come indispensable to a viable BMD system. 

There would be two possibilities for effec- 
tive mid-course discrimination under these cir- 
cumstances: ladar discrimination during post- 
boost decoy dispersal, or interactive discrimi- 
nation after the RVs and decoys were released. 
As discussed in the preceding section, ladar 
detection during decoy deployment would be 
very challenging. Moreover, simple measure- 
ment of RV and PBV recoil velocities might 

be thwarted completely if the Soviets could dis- 
perse decoys and RVs simultaneously in pairs. 
Even fine doppler imaging would be foiled if 
the Soviet PBV could obscure the deployment 
operation with a shroud. This would leave in- 
teractive discrimination as the main approach 
to keeping BMD viable in the long term. 

How Interactive Discriminators Would Work. 
—In interactive discrimination, a sensor sys- 
tem would perturb euch target and then meos 
ure its reaction to determine if it were a decoy 
or an RV. For example, a dust cloud of suffi- 
cient density and uniformity • ould be placed 
in front of a group of objects. The resulting 
collisions would slow down light decoys more 
than heavy RVs. A ladar would monitor the 
change of velocity of all objects, thereby iden- 
tifying real RVs. 

Two general classes of discriminators have 
been proposed: kinetic energy and directed 
energy perturbers. 

Kinetic Energy Discriminators. —Two meth- 
ods have been proposed to project particles in 
front of an oncoming cloud of decoys and RVs: 
rocket-born particles and nuclear-explosion- 
projected particles. A rocket-borne cloud would 
be limited to late mid-course, unless the rockets 
were fired from submarines or based in Can- 
ada or the Arctic. Presumably one rocket 
would be necessary for the cylindrical cluster 
(or "threat tube") of RVs and decoys emanat- 
ing from each PBV. To slow down decoys meas- 
urably, a rocket would have to carry enough 
mass to cc .*er the full lateral extent of the 
threat tube with a sufficiently dense cloud. A 
ladar would have to measure velocity changes 
in the 10-cm/sec to 1-m/sec range. 

Directed-energy Discriminators.--Several 
forms of directed energy have been proposed 
for interactive discrimination. They would all 
have the advantage of long range, extending 
the discrimination capability back to the be- 
ginning of the mid-course if not to the post- 
boost phase. 

The laser is the best developed directed- 
energy perturber currently available, although 
further dev lopment would be needed to pro- 
duce lasers w.'h the brightness required for 



interactive ditcriminntion lasers could heat 
unknown targets (called "thermal tagging'). 
Alternatively, a «hort pulse cf laser light could 
change the velocities of targets (called "im- 
puli» tagging"). 

In thermal tagging, a h»*pr of the appropri- 
ate wavelength would heat a ligh -weight de- 
coy nv*r* than an RV-a*suming ti cy both ab- 
sorb*-.! I»..er enrrgv and rndisted I) »thermal» 
en*>rgv tothesanvdrgrp«. Apparate IK sen- 
sor, possibly mounted on SSTS satellites, 
would then detect the wanner decoy. 

Pulred lasers could »hock the unidentified 
» Ejects Knergy would be deposited in micro- 
seconds instead of the millisecond» taken by 
thermal t gging A high-power pulse would 
boil away material petpendicular to the *ir- 
f JK•<< of t hp target. The reaction of ablat ion pt id- 
ucta would cause the target to change va.x** 
Ity. A heavier RV would «coil leas that -\ 
decoy, providing a mass-dependent indicate. 
A separate ladar would monit ir the change of 
•ach object's velocity. 

The SDIO HA» IIHMMMI UM» i*utral particle 
lieam (NPHl a.« the most promising interactive 
Ji»crimination perturbation source. The par- 
ticle beam source is derived from well-estab- 
lished particle accelerators used for several dec- 
ades in physics research experiments around 
the world. A neutral particle beam could be 
composed of hydrogen atoms.** accelerated to 
velocities about half that of the speed of light. 
Since the particle beam woula !» relatively 
broad, on the order of 2 microradian beam 
width, it would not require the pointing ac- 
curacy of 50-nanoradian-wide laser beams. 

These energetic particles would be deposited 
several cm d~.j> inside en RV.- As they were 

•A« N Pfl routf «Ian ulihj» dautarfcun ar t/HJum. Uw haavtar 
laotnpM of hidmaw« TWa» KH'W iaotflpM would npmmn 
Waa divw(*tk • w Ua> bHiti aautraluaUn« procaaa aftar iml» 
turn Tritium th» hriiragm MoUip» vita two aninm. muat 
b» produrad in a nurlw raartnr and ta radmartiva with a half 
III» <•( 1/ 1 «rar« llvulrtium. th# mit rariHtactiv« hvilr>i|rn iw> 
top»   *ith   on»   nrulntn.   %<.il<l   moat   liarlr   l>»   uml 

A ntxhr« a|ipri«i h i all« l-r (mum m»t»ad at hvilnig*« alum* 
•a a Raatnaatuin nrk baam " A haavy caatum haam would im- 
P** • »wlorH» rhanjr» u> Uw Urawl. an it w man anakajoui 
U> a laaar unjuilar Ucfat Uian to a aydfofu NPH 
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absorbed, these particles would produce 
gamma rays and neutrons. Neutron or gamma- 
ray detectors on many satellites—located 
closer to the targets than the accelerator- 
might monitor the emissions coming from a 
massive R V. I jght weight decoys, in contrast, 
would not emit much radiation. 

Higl. energy particles i;:ust be electrically 
neutral to propngnte through the Earth's vari- 
able magnetic field (charged psrticles would 
bend in unpredictable paths.) But a particle 
must, be charged to be accelerated. Therefore 
the NPH would first accelerate negatively 
ch.uged hydrogen ions. After acceleration to 
a few hundred MeV (million electron volts) 
energy, this beam would be aimed toward the 
target by magnetic steering coils. Once steered, 
the charged beam would be neutralized by 
stripping off the extra electron from each par- 
ticle. Thin foils or gas celln are currently used 
to neutralize beams in labot atory experiments. 

A relativiatk (i.e., near-spted-oMight) elec- 
tron beam could also be used as a discrimina 
tor. The dctectcr 'n this scherre would moni- 
tor x-rays from the more missive RV. Such 
a system might be pound-based, popping up 
on a rocket to mciivor the mid-course phase. 
The main advantage would be the avoidance 
of space-based assets for interactive discrimi- 
nation. However, an e-beam discriminator 
would need some air to form a laser-initiated 
channel, so it could only operate at altitudes 
between 80 to bOO km. 

Current Status of Interactive Sensors.- Inter- 
active sensors have not yet becj built for any 
military mission. All the concepts described 
above have been invented to solve the severe 
discrimination problem unique to mid-course 
ballistic missile defense. 

Key leaves for Interactive Diacrimination.- 
The overriding issue for interactive discrimi- 
nation is effectiveness in the face of evolving 
Soviet counlermeasures. There are some com- 
mon issues for any discriminator and some is- 
sues unique to each approach. 

Lmatn Radar-Any discriminator would re- 
quire a high resolution laser radar to accurately 
locate and identify each object in apace. One 
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possible countermeasure to ladar would be an 
inexpensive corner-cube teflector on each RV 
and decoy. This corner cube woulrt essentially 
swamp the ladar receiver: the beam would be 
returned on itself and the ladar would be una- 
ble to measure target characteristics. A coun- 
ter-countermeasure would be a bistatic ladar 
with a laser transmitter on one platform and 
a light detector on a separate satellite not far 
away. Reflected energy from a corner cube 
would travel harmlessly back to the transmit- 
ter, thus failing to blind the receiver. Bistatic 
operation would be feasible, but it would com- 
plicate system design, construction, and 
operation. 

Beam Steering. -A directed-energy interac- 
tive discriminator would have to steer its beam 
rapidly from one object to the next. Beam 
steeri' ig requirements are set by the number 
of expected targets and the number of directed- 
energy satellites within range of those targets. 
Typical estimates are that hundreds of thou- 
sands of RVs and decoys might survive the 

boost phase defense.*' Assuming that mid- 
course discrimination of sophisticated decoys 
must be completed in 15 minutes, then each 
platfom would have to interrogate 3 to 60 tar- 
gets per second. The directed-energy source 
would have to be steered accurately from one 
target to the next in less than 20 to 300 milli- 
seconds. This would be a formidable challenge. 

NPB Accelerator.—Neutral particle beam 
accelerator development faces many key hur- 
dles. Beam energy must be increased by a fac- 
tor of 20, which should not be difficult. Duty 
cycle and beam diameter must be increased by 
a factor of 100 without degrading beam qual- 
ity or emittance— a more challenging task. An 
accelerator would have to operate in space 
without electrical breakdown or arcing that 
would short out its electrical system. Commu- 
nications and electronic controls would have 
to operate even with electrical charge build- 
up in space. An NPB would have to propagate 
over long distances in space with little diver- 
gence. To point accurately at targets, it would 
have to be effectively boresighted to an opti- 
cal system. 

These same iesu evouldh«*» to be resolved 
for an NPB *» «pon acceliv. #. A weapon- 
grade NPB wo id trobably dwell longer on 
each target to a-sv.re destruction of at least 
the internal electronics, but might otherwise 
be very similar to one designed for interactive 
discrimination. A more detailed discussion of 
NPB accelerator issues appears in the DEW 
section of chapter 6. 

Neutron Detection.— Calculations indicate 
that large neutron detector« placed on hun- 
dreds of separate satellites near the targets 
could detect the neutron flux from RVs. The 
offense might intentionally detonate nuclear 
weapons in space before an attack to saturate 
these neutron detectors. With sufficiently high 
particle-beam energy (on the order of 200 MeV), 

•'An intei arrive discriminator would not have to interrogate 
ail object« in apace. Unaophiaticated decoy», diecarded booster 
aUffM and other debria could probably be identified by paeaive 
or active eenaora. With adequate battle management to keep 
track of extraneoua object*, the proceaa of "bulk filterte«;" would 
eb'minaU Mteee object« from the interactive cbatarimmator'a tar- 
get net. 
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the energy of some neutrons ejected from an 
R V would be higher than that expected of neu* 
trons emanating from nuclear detonations. 
Therefore an energy threshold circuit would 
eliminate most of the signal from the latter 
source, allowing Identification of the neutrons 
from RVs. 

Another issue is how to confirm that targets 
had been hit by an NPB, since the neutron de- 
tectors would receive no signal from decoys. 
How would a system distinguish between de- 
coys and RVs which were missed by the beam? 
One possibility, being tested in the laboratory, 
would be to monitor each object with a UV sen- 
sor on the assumption that the outer surface 
of the RVs (and the decoys) would emit UV 
light when struck by the particle beam. This 
U V sensor simply would confirm that the par- 
ticle beam had hit a target. 

If based on current technology, neutron- 
detector platform weights would be excessive. 
Each platform would weigh up to 30 tonnes. 
System designers hope »hat lighter detector 
elements and power supplies can reduce this 
weight to 5 tonnes per platform by the mid- 
1990s. If this goal were achieved, then the sev- 
eral hundied detector satellites could be or- 
bited with about 100 launches of the proposed 
Advanced Launch System. 

Laser Thermal Tagger.—Very high power 
lasers would be required to tag space targets 
for an interactive discriminator. A laser ther- 
mal tagger, like all interactive sensors, would 
require a separate laser radar to locate targets 
precisely. For example, cold RVs (and decoys) 
would have to be tracked by long-wavelength 
LWIR passive sensors. These sensors could 
only determine a target's position to within 
18 m, assuming a 2-m sensor mirror at 3,000 
km.4* But the interrogating laset beam might 
have a spot size of only 1 or 2 m. A more ac- 
curate laser radar would be required to guide 
an HP" laser beam to the target. 

"A tingle target could be located to within leu than the 18-m 
LWIK r» Aulion dement by a proem called "beam-splitting": 
the target i» assumed to be in the center of the IR signal wave- 
form. If there were two targets or a target and a decoy within 
the IS-ro resolution element, however, then the sensor would 
falsely indicate one target located between the two objects. 

Detecting small temperature rises on sev- 
eral hundred thousand objects would also 
stress LWIR sensor technology. Monitoring 
closely spaced targets would demand large 
LWI R mirrors. For example, to distinguish ob- 
jects spaced 10 m apart, a sensor 3,000 km 
away would need a 4-m mirror. Steering this 
large mirror to, say, 15 targets per second 
would be another major challenge. 

Decoys might be modified to respond to ther- 
mal tagging as an RV would. Due to their lower 
mass, decoy surfaces should became hotter 
than RV surfaces after laser illumination. How- 
ever, the outer layer of the decoys could in prin- 
ciple be built to absorb less laser light or to 
emit more IR heat. These decoys would then 
reach the acme temperature as an RV after ex- 
posure to laser light. Or, an RV could simply 
be covered by an insulating blanket that would 
decouple the exterior thermal response from 
the internal RV mass. It appears that laser 
thermal tagging would have limited usefulness 
against a committed adversary. 

Laser-impulse Discriminator.—The energy 
density required for laser impulse discrimina- 
tion would be in the range of 7 to 30 times more 
than for thermal tagging. In addition, the la- 
ser pulses would have to be very short, on the 
order of microseconds instead of milliseconds, 
which makes the peak laser power extraor- 
dinarily high. This high peak power would be 
difficult to generate and handle, since mirrors 
and other optical components would be sus- 
ceptible to damage by the intense pulses. While 
less powerful than proposed laser weapons, 
lasers for impulse discrimination would still 
be a major development.4* 

Laser impulse discrimination might be coun- 
tered by equipping RVs or decoys to react de- 
ceptively. Small thrusters on RVs might cause 
them to move as s decoy would under a laser 
impulse. Alternatively, thrusters on relatively 
sophisticated decoys might counteract the la- 
ser impulse. 

The primary measure of a laser's affeetivsnesa as a weapon 
is beam "brightness," the average power radiated into a given 
solid angle. An HF laser impulse tagger would be brighter than 
any laser built to date, but still a factor of 2 to 200 less bright 
than that needed for BMD against a responsive Soviet threat 
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All interactive discriminators would prob 
ably require an imaging ladar to provide ade- 
quate resolution both to hit targets with a 
probe beam and to measure target response 
accurately. A laser impulse discriminator 
would bear the additional burden of determin- 
ing target (and particularly decoy) orientation. 
The orientation of a conical decoy, for exam- 
ple, could affect its reactive motion in response 
to the laser pulse. 

Dust-cloud Discriminator.—The key issue 
for a dust cloud discriminator is how to posi- 
tion the cloud accur itely in front of the oncom- 
ing II V-decoy constellation at the proper time. 
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If the particles were dispersed too widely, the 
required amount would become excessive. If 
clustered too closely, they could miss some de- 
coys. As with any discriminator, a precision 
ledar would be required to measure velocity 
changes accurately. 

Laser impulse discrimination might be coun- 
tered by equipping RVs or decoys to react de 
ceptively. Small thrusters on RVs might cause 
them to move as a decoy would under a laser 
impulse; alternatively, thrusters on relatively 
sophisticated decoys might counteract the 
impulse. 

/ 
SENSOR TECHNOLOGY CONCLUSIONS 
Phase 1 

1. A boost surveillance and tracking satellite 
(BSTS) could most probably be developed by 
the mid-1990s. Short-wave and middle-wave 
infrared (S/MWIR) sensors, could provide 
early warning and coarse booster track 
data sufficient to direct SBI launches.** 

2. Space surveillance and tracking system 
(SSTS) satellites woald not be ava"able for 
tracking individual RVs and decoys before 
the late 1990s. The ability to discriminate 
possible decoys in this time frame is in 
question. Smaller but similar sensors for 
a phase-one system mijjht be placed on in- 
dividual SBI platforms or on ground-based, 
pop-up probes. 

3. An airborne optical system could probably 
be available by the mid-1990s to detect and 
track RVo and decoys with IR sensors (al- 
though not to discriminate against a replica 
decoy above the atmosphere). However, its 
utility may be limited in performance and 
mission: 

• Performance may be limited by the 
vulnerability and operating cost of its 
aircraft platform, and IR sensors 

"Or • incerUinty is the protection of the BSTS sensors from 
future airborne or epaceborne laser jammers which could per- 
manently c smage IR detector elements during peacetime. 

might be confused during battle by 
IR-scattering ice crystals formed at 60 
to 80 km altitude by debris reenter 
ing the atmosphere. 

• The relatively short range of airborne 
IR sensors would limit the AOS mis- 
sion to supplying data on approach- 
ing objects for endo-atmospheric in- 
terceptor radars, and possibly for 
exo-atmospheric interceptors a short 
while before RV reettry. Airborne IR 
sensors, unless very forward-based, 
could utilize only a small portion of the 
time available in mid-course for dis- 
crimination and therefore could not 
take full advantage of the fly-out range 
of ground-based exoatmospheric inter- 
ceptors. 

In any case, an Airborne Optical 
System is not now included in SDIO 
phase-one deployment plans. 

4. Effective discrimination against more so- 
phisticated decoys and disguised RVs in 
space is unlikely before the year 2000, if at aU. 

Phase 2 

5. By the late 1990s at the earliest, a space sur- 
veillance and tracking system (SSTS) might 
furnish post-boost vehicle (PBV) and reen- 
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try vehicle (RV) track data with long-wave 
infrared (LWIR) above-the-rorizon (ATH) 
sensors suitable for directing SBI launches 
in the mid-course. New methods would be 
needed for the manufacture of large quan- 
tities of radiation-hardened focal plane ar- 
rays. Another issue is the operation of 
LWiR sensors in the presence of precur- 
sor nuclear explosions (including those 
heaving atmosphere into the ATH field of 
view) or other intentionally dispersed 
chemical aerosols. Effective mid-course 
SBI capability is unlikely before the late 
1990s to early 2000s. 

6. There are too mady uncertainties in project- 
ing sensor capabilities and the level of So- 
viet countenneasures to specify a discrimi- 
nation capability for SSTS. It appears that 
Soviet countenneasures (penetration aids 
and decoys) could keep ahead of passive 
1R discrimination techniques: 

• Passive IR discrimination could be 
available by the mid-1990s, but prob- 
ably would have marginal utility 
against determined Soviet counter- 
measures. 

• Active laser radar (ladar) imaging of 
FBV deployment offers some promise 
of decoy discrimination, provided that 
the Soviets did not mask dispersal of 
decoys. Space-borne imaging ladars 
probably would not be available until 
the late 1990s at the earliest. 

• Laser thermal tagging of RVs is un- 
likely to be practical given the need 
for complex, agile steering systems 
and given likely countenneasures such 
as thermal insulation of RVs and 
decoys. 

• Laser impulse tagging is even less 
likely to succeed in this phase because 
high-power pulsed lasers would be re- 
quired. 

7. Ground-based radar (GBR) might be avail- 
able by the late 1990s to direct interceptors 
to re-entering warheads. There may be some 

questions about its resistance to RF jam- 
mers. Signal processors may have diffi- 
culty handling large numbers of targets in 
real-time. 

Phase 3 

8. Accurate IR sensors, UV ladar, or visible 
ladar would have to reside on each DEW 
platform. 

9. Interactive discrimination with neutral par- 
ticle beams (NPB) appears the most likely 
candidate to reliably distinguish decoys from 
RVs, since the particles would penetrate tar- 
gets, making shielding very difficult. Before 
one could judge the efficacy of a total NPB 
discrimination system, major engineering 
developments would ba required in: weight 
reduction, space transportation, neutral 
particle beam control and steering,*' auto- 
mated accelerator operation in space, and 
multi-megawatt space power. 

It is unlikely that a decision on the tech- 
nical feasibility of NPB discrimination 
could be made before another decade of lab- 
oratory development and major space ex- 
periments. Given the ruagnitude of an 
NPB/detector satellite conste'lation, an ef- 
fective discrimination system against sophis- 
ticated decoys and disguised RVs would not 
likely be fully deployed and available for 
BMD use until the 2010 to 2015 period at the 
earliest. 

10. Nuclear bomb-projected particles might also 
form the basis of an effec Jve interactive dis- 
criminator, if reliable space-based ladar sys- 
tems were also developed and deployed to 
measure target velocity changes. There are 
too many uncertainties to project if or when 
this approach might succeed. 

"Since the pa licit beams are invisible, novel approaches would 
be required to sense th<s direclion of the beam so that it could 
be steered toward the target. 
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Chapter 5 

Ballistic Missile Defense Technology: 
Weapons, Power, Communications, and 

Space Transportation 

i INTRODUCTION 
This chapter reviews weapon technologies 

relevant to ballistic missile defense (BMD>. It 
emphasizes the chemically propelled hit-to4rill 
weapons most likely to form the basis of any 
future U.S BMD deployment in this century. 
The chapter also covers the directed-energy 

weapons, power systems, and communication 
systems of most interest for the Strategic De- 
fense Initiative (SDI). Finally, it considers the 
new space transportation system essential for 
a space-based defense. 

WEAPONS 

■ 

A weapon system must transfer a lethal dose 
of energy from weapon to a target. All exist- 
ing weapons use some combination of kmetfc 
energy (the energy of motion of a bullet, for 
example), chemical energy, or nuclear energy 
to disable the target. The SDI research pro- 
gram is exploring two major new types of 
weapon systems: directed-energy weapons and 
ultra-high accuracy and high velocity hit-to- 
kill weapons. Not only have these weapons 
never been built before, but no weapon of any 
type has been based in space. Operating many 
hundreds or thousands of autonomous weap- 
ons platforms in space would itself be a major 
technical challenge. 

Directed-energy weapons (DEW) would kill 
their prey without a projectile. Energy would 
travel through space via a laser beam or a 
stream of atomic or sub-atomic particles. Speed 
is the main virtue A laser could attack an ob- 
ject 1,000 km away in 3 thousandths of a sec- 
ond, while a high-speed rifle-bullet, for exam- 
ple, would have to be fired 16 minutes before 
impact with such a distant target. Clearly, 

Note: Complete definitions of acronyms and initiaUsma 
are listed in Appendix B of this report. 

DEW, if they reach the necessary power levels, 
would revolutionize ballistic missile defense. 

DEWs offer the ultimate in delivery speed. 
But they are not likely to have sufficient de- 
ployed power in this century to destroy ballis- 
tic missiles, and they certainly could not kill 
the more durable reentry vehicles (RVs). In 
hopes of designing a system deployable before 
the year 2000, the SDI research program has 
emphasized increased speed and accuracy for 
the more conventional kinetic-energy weapons 
(KEW), such as chemically propelled rockets. 
With speeds in the 4 to 7 km/s range, and with 
terminal or homing guidance to collide directly 
with the target, these KEW could kill a sig- 
nificant number of today's ballistic misciles. 
With sufficient accuracy, they would not re- 
quire chemical or nuclear explosives. 

Although DEWs will not be available for 
highly effective ballistic missile defense dur- 
ing this century, they could play a significant 
role in an early 1990s decision on whether to 
deploy any ballistic missile defense system. 
That is, the deployment decision could hinge 
on our ability to per«*»ade the Soviets (and our- 
selves) that defenses would remain viable for 
the foreseeable future. Kinetic-energy weapons 
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work initially against the 1990s Soviet missile 
threat. But Soviet responsive countermeasures 
might soon render those weapons ineffective. 
Thus, a long-ten a commitment to a ballistic 
missile defense system would imply strong con- 
fidence that new developments, such as evolv- 
ing DEW or evolving discrimination capabil- 
ity, could overcome and keep ahead of any 
reasonable Soviet response. 

Strategic Defense Initiative Organization 
(SDIO) officials argue that perceived future ca- 
pabilities of DEW might deter the Soviet 
Union from embarking on a costly defense 
countermeasures building program; instead, 
the prospect of offensive capabilities might per- 
suade them to join with the United States in 
reducing offensive ballistic missiles and mov- 
ing from an offense-dominated to a defense- 
dominated regime. To foster this dramatic shift 
in strategic thinking, the evolving defensive 
system would have to appear less costly and 
more effective than offensive countermeasures. 

Today, the immaturity of DEW technology 
makes any current judgments of its cost- 
effectiveness extremely uncertain. It appears 
that many years of research and development 
would be necessary before anyone could state 
with reasonable confidence whether effective 
DEW systems could be deployed at lower cost 
than responsive countermeasures. Given the 
current state of the art in DEW systems, • well- 
informed decision in the mid-1990s to build and 
deploy highly effective DEW weapons appears 
unlikely.1 

Kinetic-Energy Weapons (KEW) 

Today's chemically propelled rockets and 
sensors could not intercept intercontinental 
ballistic missiles (ICBMs) or reentry vehicles 

The Study Group of the American Physical Society concluded 
in their analysis of DEW that "even in the beat of circumstance«, 
a decadtf or mon> of intensive research would be required to pro- 
vide the technical knowledge needed for an informed decision 
about the potential effectiveness and survivability of DEW sys- 
tems. In addition, the important issues of overall system in- 
tegration and effectiveness depend critically upon information 
that, to our knowlfldge, does not yet exist.'* See American Phys- 
ical Society, Science tad Technology of Directed Energy Weap- 
on*: Report of the American Physical Society Study Group, 
Apr3, 1987. p. 2. 

(RVs) in space. No currently deployable projec- 
tile system has the accuracy or speed to con- 
sistently intercept an RV traveling at 7 km/s 
at ranges of hundreds or thousands of kilome- 
ters. The SAFEGUARD anti-ballistic missile 
(ABM) system built near Grand Forks, North 
Dakota in the early 1970s, and the existing So- 
viet Galosh ABM system around Moscow both 
would compensate for the poor accuracy of 
their radar guidance systems by exploding nu- 
clear warheads. The radiation from that explo- 
sion would increase the lethal radius so that 
the interceptors, despite their poor accuracy, 
could disable incoming warheads. 

The goal of the SDI, however, is primarily 
to investigate technology for a non-nudear de- 
fense. This would dictate the development of 
"smart" projectiles that could "see" their tar- 
gets or receive external guidance signals, 
changing course during flight to collide with 
the targets. 

The following sections discuss proposed 
KEW systems, KEW technologies, the current 
status of technology, and key issues. 

KEW Systems 

Four different KEW systems were analyzed 
by SDI system architects, including space- 
based interceptors (SB Is, formerly called 
space-based kinetic kill vehicles or SBKKVs), 
and three ground-based systems. All four sys- 
tems would rely on chemically propelled 
rockets. 

Space-Based Interceptors (SBIs).—Each sys- 
tem architect proposed—and the SDIO "phase- 
one" proposal includes—deploying some type 
of space-based projectile. These projectiles 
would ride on pre-positioned platforms in low- 
Earth orbits, low enough to reach existing 
ICBM boosters before their engines would 
burn out, but high enough to improve the likeli- 
hood of surviving and to avoid atmospheric 
drag over a nominal seven-year satellite life. 
The range of characteristics for proposed SB I 
systems is summarized in the classified ver- 
sion of this report. 

It would take a few thousand carrier satel- 
lites in nearly polar orbits at several hundred 
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km altitude to attack effectively a high per- 
centage of the mid-1990s Soviet ICBM threat 
There was a wide range in the number of in- 
terceptor rockets proposed by system archi- 
tects, depending on the degree of redundancy 
deemed necessary for functional survivability, 
on the number of interceptors assigned to 
shoot down Soviet direct-ascent anti-satellife 
weapons (ASATs), and on the leakage rates ac- 
cepted for the boost-phase defense. 

In late 1986, the SDIO and its contractors 
began to examine options for 1990s deploy- 
ment which would include constellations of 
only a few hundred carrier vehicles (CVs) and 
a few thousand SBIs. This evolved into the 
phase-one design which, if deployed in the mid 
to late 1990s, could only attack a modest frac- 
tion of the existing Soviet ICBMs in their 
boost and post-boost phases. 

Exo-atmospherk Reentry Interceptor System 
(ERIS).—The ERIS would be a ground-based 
rocket with the range to attack RVs in the late 
midcourse phase. Existing, but upgraded, ra- 
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dars such as BME WS, PAVE PAWS, and the 
PAR radar north of Grand Forks, North Da- 
kota might supply initial track coordinates to 
ERIS interceptor).' (These radars might be the 
only sensors available for neu--tenn deploy- 
ments.) Alternatively, new radars or optical 
sensors would furnish the track data. Up- 
graded radars would have little discrimination 
capability (unless th > Soviets were to refrain 
from using penetration aids); moreover, a sin- 
gle high altitude nuclear explosion could de- 
grade or destroy them. 

Optical sensors might reside on a fleet of 
space surveillance and trucking system (SSTS) 
satellites or on ground-based, pop-up probes 
based at higher latitudes. Such sersors might 
supply early enough infrared (IR) track data 

Th« rang* of planned ground-based radars auch aa th» Ter- 
minal Imaging Radar (TIKI, which could diacriminate RVs from 
decoys, might be too ahort to aid ERIS long-range intercep- 
tors; the TIR was planned for the lower HEDI endoatmospherk 
system. A longer-range Ground-baaed Radar (GBR) system has 
also been proposed. This system may be capable of supporting 
ERIS interceptors. 

Photo Crtdtt: Lockh—d Utulm and Spec* Company 

How ERIS would work.—The ERIS vehicle would be launched from the ground and its sensors would acquire and track 
a target at long range. ERIS would then maneuver to Intercept the target's path, demolishing It on impact. 
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ERIS kill vehicle concept—The Integrated Avionics 
Package (IA?) computer (top teft) receives lntercin*ir 
position data from the on-board Inertial Measurement 
Unit and target position data from the seeker, or 
Infrared sensor. The seeker acquires and track «„ the 
incoming, warhead. The IAP sends guidance com- 
mano ? to the two transverse and two lateral thrusters, 
which maneuver the vehicle to the Impact point. Heli- 
um Is used to pressurize the fuel tanks and also as a 
propellent for the attitude control system at the aft 
bulkhead. The lethality enhancement device would 
deploy Just before impact to provide a larger hit area. 

to take full advantage of the ERIS fly-out 
range.' If deployed, an airborne optical system 
(AOS) could give some track data late in mid- 
course. None of these sensors has been built, 
although the Airborne Optical Adjunct (AOA), 
a potential precursor to the AOS airborne sys- 
tem, is under construction and will be test 
flown in the late 1980s. 

An on-board IR homing sensor would guide 
tha interceptor to a collision with the RV in 
the last few seconds of flight. This homing sen- 
sor would derive from the Homing Overlay Ex- 
periment (HOE) sensor, which successfully in- 
tercepted a simulated Soviet RV over the 
Pacific on the fourth attempt, in 1984. 

No major improvements in rocket technol- 
ogy would be necessary to deploy an.ERIS- 
like system, but cost would be an important 
factor. The Army's Strategic Defense Com- 
mand proposes to reduce the size of the launch 
vehicle in steps. The Army has proposed— 

The ERIS. as presently designed, requires a relatively high 
target position accuracy at hand-off from the sensor. The BSTS 
would not be adequate for this. 

•»Mo CitöH: Lockh—d Vlm/n «Kf Spac» Umpgn, 

ER« Functional Test Validation (FTV) V. baseline ERid 
concept.- Sizes of ttw Fry vehicle aid baseline ?SIS 
concepts are compared to a 6iC3t-tali «an. ERlt. Is 
desl ned as a ground-launched Interceptor that wouW 
destroy a ballistic missile Wc^eaJ in space. The FTV 
vehicle is 33 feet tall, large enough to carry both an 
observational payload to observe the impact with the 
warhead and the teleme.ry to relay information to the 
ground during the flight tests. The basei;.* Interceptor 
concept Is less than 14 feet tall, more comp«..,{ because 
It will not require all the sensors and redundancies 

that art demanded by flight tests. 

partly to reduce costs-to test thü system with 
a Functional Technical Validation (FTV) rocket 
in 1990-91. This missile would have approxi- 
mately twice the height, 10 times the weight, 
and twice the burn time of the planned ERIS 
rocket. The planned ERIS rocket system has 
a tary t cost of $1 million to $2 million per in- 
tercept in large quantities. Research is proceed- 
ing with a view to possible deployment by the 
mid-1990s. 

Much development would be necessary to 
upgrade the experimental HOE kinetic kill ve- 
hicle technology for an operational ERIS in- 
terceptor. The IR sensors are being radiation- 
hardened. Since the operational sensor could 
not be maintained at the cryogenically low tem- 
peratures required for the HOE experiment, 
higher operating-temperature sensors are be- 
ing developed, with cool-down to occur after 
alert or during rocket flight. 

«rSlfi1 End'>-«tniospheric **»efense Interceptor 
(HEDI).-The HEDI system would attack RVs 
that survived earlier defensive layers of 
ground-based,  high-velocity interceptor 
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rockets. HEDI would take advantage of the 
fact that the atmosphere would slow down 
ught-weight decoys more than the heavier 
RVs. Since it would operate in the atmosphere, 
HEDI might attack depressed trajectory sub- 
marine-launched balhstic missile (SLBM) war- 
heads that would under-fly boost and mid- 
course defensive layers-provided it received 
adequate warning and sensor data. 

According to one plan, an AOS would track 
the RVs initially, after warning from the boost- 
phase surveillance and tracking system (BSTS) 
and possible designation by SSTS (if avaüable) 
The AOS would hand target track infornation 
off to the ground-based terminal imaging ra- 
dar (TIR). The TIR nould discriminate RVs 
from decoys both on shape (via doppler imag- 
ing) and on their lower deceleration (compared 
to decoys) upon entering the atmosphere. 
Interceptors would attack the RVs at altitudes 
between 12 and 45 km. The HEDI system thus 
would combine passive optics (IR signature), 
atmospheric deceleration, and active radar 
(shape) to distinguish RVs from decoys. 

The penalty for waiting to accumulate these 
data on target characteristics would be the 
need for a large, high-acceleration missile. The 
HEDI would have to wait long enough to pro- 
vide good atmospheric discrimination, but not 
so long that a salvage-fused RV would deto- 
nate a nuclear explosion close to the ground 
To accelerate rapidly, the HEDI 2-stage mis- 
sile must weigh about five to six times more 
than the ERIS missile. 

The key technology challenge for the KEDI 
system would be its IR homing sensor. This 
non-nuclear, hit-to-kill vehicle would have to 
view the RV for the last few seconds of flight 
to steer a collision course.4 But very high ac- 
celeration up through the atmosphere would 
severely heat the sensor window. This heated 
window would then radiate energy back to the 
IR sensor, obscuring the RV target. In addi- 
tion, atmospheric iurbulence in front of the 
window could further distort or deflect the RV 

«The HEDI interceptor would probably include an explosively 
drivw "lethality enhancer." «pwvwy 
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image. No sensor has been built before to oper- 
ate in this environment. 

The proposed solution is to use a sapphire 
window bathed with a stream of cold nitrogen 
gas. A shroud would protect the window until 
the last few seconds before impact. Since reen- 
try would heat the RV to temperatures above 
that of the cooled window, detection would be 
F Msible. Recent testing gives grounds for op- 
timism in this area. 

Fabrication of the sapphire windows (cur- 
rently 12 by 33 cm) would be a major effort 
for the optics industry. These windows must 
be cut from crystal boules, which take many 
weeks to grow. At current production rates, 
it would take 20 years to make 1,000 windows. 
Plans are to increase the manufacturing capa- 
bility significantly. 

The HEDI sensor suite also uses a Nd:YAG' 
laser for range finding. Building a laser ranger 
to withstand the high acceleration could be 
challenging. 

As with ERIS, plans call for testing a HEDI 
Functional Technical Validation missile, which 
is 2 to 3 times larger than the proposed opera- 
tional vehicle. The proposed specifications of 
HEDI are found in the classified veraion of this 
report. 

Flexible Light-V/eight Agile Experiment 
(FLAGE).—The weapon system expected to 
evolve from FLAGE resea rrh would be the last 
line of defense, intercepting any RVs which 
leaked through all the other layers. Its primary 
mission would be the defense of military tar- 
gets against short i ange missiles in a theater 
war such as in Europe or the Middle East. The 
FLAGE type of missile would intercept RVs 
at altitudes up to 15 km. The homing sensor 
for FLAGE would use an active radar instead 
of the passive IR sensor proposed for on all 
other KEW homing projectiles. 

NdjYAG u the designation for a common laser need in 
research and for military User rrnge-finders. The "Nd" repre- 
sents neodymium. the rare element that creates the Using ac- 
bon.u YAG"standsf«yttrium-aluinim^gan>et,theaU8s- 
like host material that carrie* the neodymium atoms  ^^ 
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The FLAGE syetem was flown six times at 
the Wh;te Sands Missile Range. On June 27, 
1986, the FLAGE missile successfully collided 
with an RV-shaped target drone which was 
flown into a heavily instrumented flight space. 
The collision was very close to the planned im- 
pact point. Another FLAGE interceptor col- 
lided with a Lance missile on May 21. 1987. 

The FLAGE program ended in mid-1987 
with the Lance intercept. A more ambitious 
Extended Range Intercept Technology (ER- 
INT) program succeeds it. The ERINT inter- 
ceptors will have longer range and "a lethal- 
ity enhancer." FLAGE was a fire-and-forget 
missile; no information was transmitted from 
any external sensor to the missile once it was 
fired. The ERINT missiles are to receive mid- 
course guidance from ground-based radars. Sbr 
test launches are planned at the White Sands 
Missile Range. 

KEW Technology 

Three types of KEW propulsion have been 
proposed for SDI: conventional projectiles 
powered by chemical energy, faster but less 
well-developed electromagnetic or "railgun" 
technology, and nuclear-pumped pellets. All 
system architects nominated the more mature 
chomically propelled rockets for near-term 
BMD deployments. 

How Chemical Energy KEWs Work.—There 
arc three different modes of operation proposed 
for chemically propelled KEWs: 

• space-based rockets attacking boosters, 
post-boost vehicles (PBVs), RVs, and 
direct-ascent ASATs; 

• ground-basod rockets attacking RVs in 
late mid-course outside the atmosphere, 
and 

• ground-based rockets attacking RVs in- 
side the atmosphere. 

Two or mo: e rocket stages would accelerate 
the projectile toward the target. The projec- 
tile would be the heart of each system and 
would entail the most development. 

The smart projectile for the space-based mis- 
sion would need some remarkable features. It 

would be fired at a point in space up to hun- 
dreds of seconds before the actual intercep- 
tion.' After separation from the last rocket 
stage, the projectile would have to establish 
the correct attitude in space to "see" the tar- 
get: in general the line-of-sight to the target 
would not correspond with the projectile flight 
path. II it had a boresighted sensor that stared 
straight ahead, then the projectile would have 
to fly in an attitude at an angle to its flight 
path to view the target (see figure 5-1).7 

The projectile would have to receive and exe- 
cute steering instructions via a secure commu- 
nication hannel from the battle manager. 
Usually , ust a few seconds before impact, the 
projectile would need to acquire the target- 
either a bright, burning booster or a much dim- 
mer PBV—with an on-board sensor. It would 
tnta make final path corrections to effect a col- 
lision. Fractions of a second before impact, it 
might deploy a "lethality enhancement device" 
—üke the spider-web structure used in the 
Army's Homing Overlay Experiment (HOE)— 
to increase the size of the projectile and there- 
fore its chance of hitting the target. 

The SBI projectile must have these com- 
ponents: 

• an inertial guidance system, 
• a secure communications system, 
• a divert propulsion system, 
• an attitude control system, 
• a sensor for terminal homing (including 

vibration isolation), 
• a lethdity enhancement device (optional?), 

and 
• a computer able to translate signals from 

the sensor into firing commands to the di- 
vert propulsion system in fractions of a 
second. 

The on-board sensors envisaged by most sys- 
tem architects for more advanced "phase-two" 

•A computer in the battle management system would esti- 
mate the actual interception aim-point in space by projecting 
the motion or track of the target using the sensor track files. 

'For non-accelerating targets, this look angle would not 
change, ev*n though the target and the projectile were travel- 
ing at different velocities. In this "proportional navigation" 
mode, the projectile orientation would be fixed once the sensor 
was aimed at the target. 
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Figure 5-1.—OrianUtlon ol SOI to RV 

Proftcttd vnpftct 
point 
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Orientation of the space-based interceptor (SBI) to the reen- 
try vehicle (RV) during the homing phase of the flight. (This 
drawing shows a sensor bore-sighted witn the axis of the SBI, 
which is common for guided missiles operating In the atmos- 
phere. For space-based interceptors, the sensor could just 
as well look out the side of the cylindrical projectile.) The 
SBI s*nsor would have to be aimed at the RV so that Its line- 
of-sight would not be parallel to the SBI flight path (except 
for a head-on collision.) For a non-accelerating RV, the an- 
gle f-om the sensor line-of-sight to the SBI flight path would 
be fixed throughout the flight. Since targets such as ICBM 
boosters and post-boost vehicles do change acceleration dur- 
ing flight, then this look angle and hence the orientation of 
the SBI would have to be changed during the SBI flight. 

IOJRCE: Otlle» of Technology Aunwiwnl. 19SS 

space-based interceptors may be particularly 
challenging because they would perform sev- 
eral functions. They would track not only the 
ICBM during the boost phase, but also the 
PBV, RVs, and direct-ascent ASAT weapons 
sent up to destroy the BMD platforms. Each 
SBI would, ideally, kill all four types of targets. 

In the boost phase, a short-wave infrared 
(SWIR) or medium-wave infrared (MWIR) sen- 
sor with existing or reasonably extended tech- 
nology could track a hot missile plume. An SBI 
would still have to hit the relatively cool mis- 
sile body rather than the hot exhaust plume. 
Three approaches have been suggested for de- 
tecting the cooler missile body: computer al- 

gorithm, separate long-wave infrared (LWIR) 
sensor, or laser designation. 

A computer algorithm would steer the SBI 
ahead of the plume centroid by a prescribed 
distance that would depend on the look angle 
of the SBI relative to the booster and on the 
booster type. Predicting the separation be- 
tween the plume centroid and the booster body 
under all conditions might be difficult or even 
impractical if that separation varied from one 
booster to the next. 

A separate LWIR sensor channel might ac- 
quire and track the cold booster body.* One 
designer proposed a single detector array, sen- 
sitive across the IR band, in combination with 
a spectral filter. This filter would move me- 
chanically to convert the sensor from MWIR 
to LWIR capability at the appropriate time. 
Finally, in some designs a separate laser on 
the weapon platform or on an SSTS sensor 
would illuminate the booster. In this case a 
narrow-band filter on the interceptor's sensor 
would reject pltune radiation, allowing the SBI 
to home in on laser light reflected from the 
booster body. 

In the pos* loost and mid-course phases of 
the attack, tit SBI would have to track hot 
or warm PBW and cold RVs. Therefore either 
SB Is would ne «d to have much more sophisti- 
cated LWIR sensors, or they would need some- 
thing like laser designators to enhance the tar- 
get signature. This laser illumination need not 
be continuous, except possibly during the last 
few seconds before impact. But intermittent 
illumination would place another burden on the 
battle manager: it would have to keep track 
of all SBIs in flight and all SBI targets, then 
instruct the laser designator at the right time 
to illuminate the right target. 

An SBI lethality enhancer might, for exam- 
ple, consist of a spring-loaded web which ex- 

There is also a possibility that an SWIR or MWIR KDOT 
could acquire a cold booster body. At 4.3 »m. for example, the 
atmosphere is opaque due to the CO, absorption, and the upper 
atmosphere at a temperature of 220° K would be colder than 
a booster tink at 300° K. As an SBI approached a booster, the 
latter would appear to a 4.3 <un sensor »* a large, warm target 
against U» background of the cool upper atmosphere. 
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purged to a few meters in diameter or an ex- 
plosively propelled load of prllrt» driven 
radially outward Ww'jjht would limit the prac- 
tical diameter of expansion. System designers 
would have to trade off the cost.« of increased 
homing accuracy with the weight penalty of 
increased lethality diameter. 

Ground hawed KKW capabilities would re- 
semhle those of *pr. -»»-based interceptor» Kxo» 
atmospheric projectiles that intercept the RVs 
outside the Karth's atmosphere would use 
LWIR homing sensors to track cold RV«, or 
they would employ other optical sensor» to 
track laser-illuminated targets. These intercep- 
tors would be command-guided to the vicin- 
ity of the collision by some combination of 
ground-based radars.airborne LWIR sensors 
tAOSl or apace-borne LWIR sensors (SSTS. 
HSTS. or rocket-borne probes). Long-wave in- 
frared homing sensors in the projectile would 
have to be protected during launch through 
the atmosphere to prevent damage or over- 
heating. 

Current Status of Chemically Propelled 
Rockets.—No interceptor rockets with BMD- 
level performance have ever been fired from 
space-based platforms. Operational IR heat- 
seeking interceptor missiles su«.' "- '.he air* 
to-air Sidewinder and the air-to-ground Maver- 
ick are fired from aircraft, but both the range 
and the final velocity of this class of missiles 
are well below BMD levels. 

The SDIO's Delta 180 flight test included 
the collision of two stages from a Delta rocket 
after the primary task of collecting missile 
plume data waa completed. However, these 
two stages were not interceptor rockets, were 
not fired from an orbiting platform, did not 
have the range nor velocity necessary for 
BMD, and were highly cooperative, with the 
target vehicle orienting a four-foot reflector 
toward the homing vehicle to enhance »he sig- 
nal for the radar horning system. Note that this 
test used radar homing, whereas all SB I de- 
sign* call for IR homing or laser-designator 
homing. This experiment did test the track- 
ing algorithms for an accelerating target, al- 
though the target acceleration for this nearly 

head-on collision was not ac stressing as it 
would be for expected BMD/SBI flight trajec- 
tories.* 

Engineers have achieved very good progress 
in reducing the size and * ght of components 
for the proposed space seed interceptors. 
They have developed indi\ hial ring laser gyro- 
scopes weighing only 85 ; as part of an iner- 
tia! measuring unit. Th» * have reduced the 
weight of divert propuls.on engines about 9 
kg to 1.3 kg. Gas pressure regulators to con- 
trol these motors have been reduced torn 1.4 
kg to .09 kg each. The smaller attitude con- 
trol engines and valves have been reduced from 
800 g each to 100 g each. Progress has also 
been made on all other components of ■ SB I 
system, although these components have not 
as yet been integrated into a working proto- 
type SB I system. 

Ground-based interceptor rockets are one of 
the best developed BMD technologies. The 
Spartan and Sprint interceptor missiles were 
operational for a few months in the mid 1970s. 
Indeed parts of these missiles have been recom- 
missioned for upcoming tests of SDI ground- 
based weapons such as the endo-atmospheric 
H E DI. The production costs for these missiles 
would have to be reduced substantially to 
make thefr use in large strategic defense sys- 
tems affordable, hut no major improvements 
in rocket technology are needed for ground- 
based interceptors, other than a 30 percent im- 
provement in speed for the HEDI missile. As 
discussed in chapter 4, however, major sensor 
development »ould be necessary for these in- 
terceptors. 

Key Issue* for Chemical Rockets.—Chemical 
rocket development faces four key issues, ail 
related to space-based deployment and all de- 
rivedfrom the requirement to design and make 
very faat SBIs. 

Constellation Masa. —The overriding issue 
for SBIs is mass. The SBIs must be sc fast 

'PrvvKRM Uwta e* IK guided projectile» auch M the Henning 
Overlay Experiment «gähnt • simulated RV and UM F-16 
launched ASAT Uet again* a aaUUiU, «hot down non- 
accalwatlng target*. 
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that a reasonably «mall number of battle sta- 
tion» could rover the entire Earth. But. for a 
given payloed. faster rocket«, consume much 
more fuel-the fuel mass increases roughly ex- 
ponentially with the desired velocity. The 
designer must compromise between many bat- 
tle stations with light rockets or fewer battle 
stations with heavier rockets.'* 

These trade-offs are illustrated in figure 5- 
2. which assumes a boost-phase-only defense 
with three hypothetical rocket designs: a state- 
of-the-art rocket based on current technology; 
a "realistic" design based on improvements 
in rocket technology that seem plausible by 
the mid- 1990s; and an "optimistic" design that 
assumes major improvements in all area« of 
rocket development. The key parameters as- 
sumed for SB I rocket technology appear in the 
classified version of this report. In all cases 
analysed. CTA assumed the rockets to be 
"ideal": the mast ratio of each stage is the 
same, which produces the lightest possible 
rorket." The first chart in figure 5-2a shows 
that rocket mass increases exponentially with 
increasing velocity, limiting practical SBI ve- 
locities to the 5 to 8 km/s range for rockets 
weighing on the order of i 00 kg or less. 

For analytic purposes, OTA has considered 
constellations of SBIs that would be necessary 
to intercept virtually 100 percent of postulated 
numbers of ICBMs. It should be noted that 
since the system architecture analyses of1986, 
SDIO has not seriously considered deploying 
SBIs that would attempt to intercept any- 
where near 100 percent of Soviet ICBM* and 
PBVs." This OTA analysis is intended only 

"Projertib ma« might not be as critical for ground-based 
m for «pan-baa«! KEW projectile», mac there would be DO 
apace transportation coat However. Uta proje-tib maaa should 
•Uli ba minimiaad to rathxa the over-all rocket aiaa and coat. 
and to permit higher arralei «tiu»n and final ve'odtba. 

"The maet fraction for a rocket stags it defined a« the ratio 
of the propellent raaai to the total «tag« maaa (propellent phia 
rochet structure) The mess fraction dcea not include the pay- 
bad r -as For the calculation« raportad hen. an ideal rocket 
U aMumed it ha* equal man ratios for each »tag», «her» maaa 
ratio i« aVfirwd a« it» iniual ataf* »eight divided by the etagt 
»<Hgh« «'t*r burn-out (both including the payloed, it can be 
efcmm that the rocket maaa b minimiiad for a given burnout 
welocity if each etaga haa the aama maaa ratio.) 

"A. indicated in chapter« 1.2, and 3. SDIO arguaa that Uta 
<h*«rTa«utJbty of defenses far mors modeat than »a needed 
for   assured survival" would make than worth »hue. 

to give a fee) for the parameters and trade-offs 
involved in a system with SBIs. 

Deployment of a system of "state-of-the-art" 
SBIs intended to provide 100 percent cover- 
age of Soviet ICBMs would entail 11.7 million 
kg of CVs; waiting for the development of the 
"realistic" SBI would reduce the mass to or- 
bit by a factor of two. 

Figure 5-2b shows the number of SBI car- 
rier platforms and figure 6-2c shows the num- 
ber of SBIs for a 100 percent-boost-phase de- 
fense as a function of SBI velocity. The last 
chart (figure 6-2d) shows the total constella- 
tion mass as a function of velocity. The num- 
ber of CVs was calculated ini tially to optimize 
coverage of existing Soviet missile fields: the 
orbits of ».he CVs were inclined so that the CVs 
passed to the north of the missile fields by a 
distance equal to the SBI fly-out range." Each 
CV therefore stayed within range of the ICBM 
fields for a maximum period during each orbit 

The "optimal" number of CVs resulting from 
this calculation was so low as to endanger sys- 
tem survivability (see ch. 11). calling for up to 
100 SBIs per carrier to cover the existing So- 
viet ICBM threat: such concentrations would 
provide lucrative targets for the offense's 
ASATs. To increase survivability. the num- 
ber of CVs was therefore increased by a factor 
of 3 for the data in figure 5-2. Some polar or- 
bits were added to cover the SLBM threat from 
northern waters. 

The number of SB Is was calculated initially 
to provide one SBI within range of each of 
1,400 Soviet ICBMs sometime during the 
boost phase. The booster burn time was taken 
as similar to that of existing Soviet missiles, 
with a reasonable interval allotted for cloud- 
break, initial acquisition, tracking, and weap- 
ons launch. 

One SBI per booster would not do for a ro- 
bust (approaching 100 percent coverage) boost- 
phsae defense. A subctantial number of SBIs 

•nfebcationeofSovbtnnaaibfbidaMart^ 
•WaarmginUÄ Dmp*mm*0tDmmam.SavktHüiUryPtmm-. 
IJS7 (Washington. DC: Department of Daren». 1987). p. 23. 
Sea adaptation of this map in chapter 2 of tab OTA report. 
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Figur« 5-2a.-8pace>Baead Infrfptor M«M V. Vetocrty 

9000 

The SBI mass versus SBI velocity. These data assuma lOOVt 
coverage of the cunenl Soviet thraat of 1,400 ICBMs If should 
ba noted that the SDIO currently proposes a substantially 
lowar level of coverage for SBI» Therefore, tha absolute num- 
bers in the OTA calculations are not congrjent with SDIO 
plans Rather, the graphs provided hare are Intended to show 
the relationships among tha various factors considered. It 
should also ba noted that numerous resumptions undei lying 
tha OTA analyses are unstated In this unclassified raport, but 
are available In tha classified version. 
eouacr ome« of racnneioer *tt«n»»ni, IKS 

Figur« S-2b.-Numto«r of Satellit«* v. Sail Vetocrty 
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The number of SBI carrier satellites v. SBI velocity. 

SOURCE 0*V# o» T*chnolosr »•«•»•m«nt  ISSg 

Figur* 5-2c.-Number of Speca-Beeed trrt*rc*ptora 
v. Vatocfty (inellrMd «Ma ♦ SUM polar orbits) 
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12 

7T e number of space-based Interceptors (SBIs) required to 
provide one SBI within range of each of 1,400 existing Soviet 
ICBMs before bootier burnout. 

rOURCE Wie« of Tocftnoloov «imnwil. 1SSS 

Figur» 8-M.-conMla»Mon Hat« v. 8« VatocJty 
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SBIs, but the extra propellant on faster SBIs would result In 
a heavier constellation. For reference, the Space Shuttle can 
lift about 14 000 kg into polar orbit, a 5.3 million kg constel- 
lation would require abot't 380 Shuttle launches, or about 130 
•aunches of the proposed "Advanced Launch System" (ALS), 
assuming It coul6 lift 40,000 kg Into near-polar orbit at suit- 
able altitudes. 
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would fail over the years just due to electronic 
and other component failures. The number of 
SB Is in figure 5-2 was increased by a plausi- 
ble factor to account for this natural peacetime 
attrition. In addition, during battle, some SBIs 
would miss their targets, and presumably So- 
viet defense suppression attacks would elimi- 
nate other CVs and draw off other SEIs for 
self-defense. 

Given the above assumptions, Igure 5-2 rep- 
resents the SB I constellation for nearly 100 
percent coverage of the existing Soviet ICBM 
fleet in the boost phase, with modest surviva- 
bility initially provided by substantial SB I 
redundancy, degrading to no redundant SBIs 
as "natural" attrition set in. 

Note that for each type of rocket there is an 
optimum velocity that minimizes the total 
mass that would have to be launched into 
apace; lower velocity increases the number of 
satellites and SBIs, while higher velocity in- 
creases the fuel mass. In OTA's analysis, the 
minimum mass which would have tc vje launched 
into orbit for the "realistic" rocket is 5.3 mil- 
lion kg (or 11.7 million lb); the mass for a con- 
stellation of "optimistic" SBIs would be 3.4 
million kg. 

The data for figure 5-2 all assume booster 
burn times similar to those of current Soviet 
liquid-fueled boosters. Faster-burning rockets 
would reduce the effective range of SBIs and 
would therefore increase the needed number 
of carrier satellites. The same SBI parameters 
are shown in figures 5-3a and b with an assump- 
tion of ICBM booster burn time toward the 
low end of current times. The minimum con- 
stellation mass has increased to 29 million and 
16 million kg, respectively, for the -realistic" 
and "optimistic" rocket designs. 

Several studies of "fast-burn boosters" con- 
cluded that reducing burn-time would impose 
a mass penalty, FO the Soviets would have to 
off-load RVs (or decoys) to reduce burn time 
significantly. But these same studif s showed 
that there is no significant mass penalty for 
burn times as low as 120 s. About 10-20 per- 
cent of the payload would have to be off-loaded 
for burn times in the 70 to 90 s range. 

Ftaur* 5-3a.-Numb*r o* Projectile« v. Ml Vstoctty 
(1*0 second bum-*!*) 

4 « • 10 
totoctty (knvsee) 

The number of space-based Interceptor« v. SBI velocity lor 
reduced booster bumtlme (within currently applied tech- 
nology). 
SOURCE OfHet of TMtmolosr »ilMtwwnl, IMS. 
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If the Soviet Union could reduce the burn 
time of its missiles below that of any currently 
deployed ICBMs, then the total SBI constel- 
lation mass necessary for boost-phase inter- 
cept would increase dramatically. The mini- 
mum constellation mass to place one SBI 
within range of each ICBM during its boost 
phase is shown in figure 5-4 as a function of 
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Th« effect of Soviet booster bum time on SBI conctellation 
mass. If we consider 40 million kg as a maximum conceiva- 
ble upper bound on consttllation mass (corresponding to 
2,800 Shuttle flights or 1,000 launches of the proposed ALS 
system), then booster times of 120 to 150 seconds would se- 
verely degrade a 10C%-boost-phase defense with chemically 
propelled rockets. The ability of smaller constellations of SBIt 
to achieve lesser goals would be analogously degraded by 
the faster bum times. 

All assumption* are the same at for the previous figures, 
except for the burnout altitude, which . jrtes with burn-time. 
BOunCC 0«le« of TccXnotogy »iimwl, «MS. 

an RV; sensors might acquire the PBV if its 
initial trajectory (before its first maneuver) can 
be estimated by projecting the booster track. 

The effectiveness of a combtnedtaost and 
post-boost defense in terms of the percentage 
of RVs killed is estimated in figure 5-5 for the 
"realistic" SBI rocket. The calculation as- 
sumes that 1,400 missiles resembling today's 
large, heavy ICBMs are spread over the exist- 
ing Soviet miasile fields. 

The net effect of attacking PBVs is to re- 
duce the number of SB Is needed to kill a given 
number of RVs. For example, to destroy 85 
percent of the Soviet RVs carried by ICBMs, 
a boost-only defense system would require 
about 26,000 SBIs in orbit. Adding PBV in- 
terceptions reduces the number of SBIs needed 
to about 17,000. 

A defensive system must meet the expected 
Soviet threat at the actual time of deployment, 
not today's threat. For example, the Soviet 
Union has already tested the mobile, solid- 
fueled SS-24 missile, which can carry 10 war- 

booster burn time for the three canonical rocket 
designs. 

The masses described above for a boost- 
phase-only defense are clearly excessive, par- 
ticularly for a responsive Soviet threat. Add- 
ing other defensive layers would reduce the 
burden on boost-phase defense. The next layer 
of defense would attack PBVs, preferably early 
in their flight before they could unload any 
RVs. 

A PBV or "bus" carrying up to 10 or more 
RVs would be more difficult to track and hit 
than a missile. A PBV has propulsion engines 
that emit some IR energy, but this energy will 
be about 1,000 times weaker than that from 
a rocket plume.14 A PBV is also smaller and 
less fragile than a booster tank. In short, a PBV 
is harder to detect and hit with an SBI. How- 
ever, a PBV is still bigger and brighter than 

"The first stage of an ICBM might radiate 1 million W/sr, 
the second stage 100.000 W/sr. while a PBV may emit only 100 
W/sr. On the other hand, the RV radiates only 6 W/ar. so the 
PBV is a better target than an RV. 

Figur« 5-5.—Boost and Post-Boost Kill Effectlvanass 
(1,400 ICBMs «. "Realistic- SBIs) 
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Percentage of reentry vehicles (RVs) killed as a function of 
the number of space-based interceptors (SBIs) deployed in 
space. This calculation assumes a threat of 1,400 ICBMs 
spread over the Soviet missile fields. The SBIs have a plau- 
sible single-shot probability of killing a booster and a •lightly 
smaller chance of killing a PBV; a substantial fraction of the 
SRls are used for self-defense (or are not functional at th« 
time of attack). 
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heads. Thtre is no reason to doubt that the 
Soviets could deploy this kind of missile in 
quantity by the mid-1990s. Such a fleet would 
particularly stress a space-based defense if de- 
ployed at one or a few sites, since more SBIs 
would be needed in the area of deployment con- 
centration. 

The effects on the combined boost and post- 
boost defense of clustering 500 shorter-burn- 
time, multiple-warhead missiles at three exist- 
ing SS-18 sites are shown in figure 5-6a. It 
would take about 23,000 SBIs to stop 35 per- 
cent of these 5,000 warheads. If the assumed 
500 ICBMs «ere concentrated at one site (but 
still with 10 km separation to prevent "pin- 
down" by nuclear bursts), then 30,000 SBIs 
would be needed (see fig. 5-6b)." 

Finally, the Soviets might deploy 200 (or 
more) current-technology, single-warhead mis- 
siles at one site, as shown in figure 5-7. In this 
case, no reasonable number of SBIs could in- 
tercept 85 percent of these 200 extra warheads 
(50,000 SBIs in orbit would kill 70 percent). 
Twice as many RVs are destroyed in the post- 
boost period as the boost-phase. Once this con- 
centrated deployment was in place, the defense 
would have to add about 185 extra SBIs and 
their associated CVc to achieve a 50 percent 
probability of destroying each new ICBM de- 
ployed. 

SBI Projectile Mass.—The constellation 
masses shown above assume that the mass of 
the smart SBI projectile (including lateral di- 
vert propulsion, fuel, guidance, sensor, com- 
munications, and any lethality enhancer) can 
be reduced to optimistic levels. Current tech- 
nology for the various components would re- 
sult in an SBI with a relatively high mass. Thus 
mass reduction is i ssential to achieve the re- 
sults outlined above; total constellation mass 
would scale almost directly with the achiev- 
able SBI mass. 

"Concentratii g 600 miw ties st one site would have disadvan- 
tages for an offensive atthclc timing would be complicated to 
achieve simultaneous attacks on widely separated U.S. targets, 
and Sovist planners may be reluctant to place so many of their 
offensive forces in one area, even if the missiles are separated 
enough to prevent one U.S. nuclear explosion from destroying 
more than one Soviet missile. 
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Figur« 5-ea.-Booat and Pott-Boost KM EffaetrvonoM 
(BOO alrtgto-RV ICBM« at three altos) 
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TT» percentage of RVt from modestly short-bum ICBMs killed 
as a function of tht number of SBIs deployed In space. This 
curve corresponds to 600 such ICBMs deployed at 3 exist- 
ing SS-18 sites. All SBI parameters are the same as In previ- 
ous figures. 
SOURCE: Oftk» of Technology «stmimnl. ISM. 

Figure 6-6b.-Boost and Post-Boost Kill Effoctrvamss 
(500 single-RIV ICBMs at one alto) 

("rtoalssc* SBIs) 
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This curve assumes that all 500 shorter-bum ICBMs are de- 
ployed at one site (but still with 10 km separation to prevent 
pin-down). All other parameters are the same as figure 54a. 
SOURCE: Off«» or Technoloor Asmimsnt, ISM. 

Rocket Specific Impulse.—Similarly, the spe- 
cific impulse of the rocket prop sllant would 
havs to be improved from current levels. The 
specific impulse, expressed in ueconds, meas- 
ures the ability of a rocket propellaiii, to change 
mass into thrust. It is defined as the ratio of 
thrust (lb) divided by fuel flow rate (lb/s). 
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Figur* 5-7.-Boo«t and Pom-Boost Kilt ErractlvonoM 
(200 "me*him-burn-bo©e»er" ICBM* at en« «It») 
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Parcentaga of slngla-wartiaad ICBM RVs killed as a function 
of number of SBis In space. The 200 single-warhead ICBMs 
are deployed at one site with 10 km separation. All SBI pa- 
rameters are as In previous figures. 

SOURCE omc* ol Ttelwotofly AsMunwnt. 19*8. 

The specific impulse of current propellant? 
varies from 240 to 270 s for t>olid fuel and up 
to 390 s at sea level for liquid oxygen and liq- 
uid hydrogen fuel. Assuming that BMD weap- 
ons would utilize solid fuels for stability and 
reliability, then the specific impulse for cur- 
rent technology would be limited to the 270-s 
range." One common solid propellant, hy- 
droxyl-terminated polybutadiene (HTPB) 
loaded with aluminum, has an impulse in the 
260-to-265-s range. This can be increased to 
280 s by substituting beryllium for the alumi- 
num. Manufacturers of solid propellant say 
that further improvements are possible. 

Rocket Mass Fraction.—Finally, the mriss 
fraction—the ratio of the fuel mass to the stage 
total mass (fuel plus structure but excluding 
payload)—would have to be raised to meei SDI 
objectives. Large mass fractions can be 
achieved for very big rockets having 95 per- 
cent of their mass in fuel. It would be more 
difficult to reduce the percentage mass of struc- 
ture and propulsion motor components for very 
small SBI rockets. 

The SBI divert propulsion system in the final projectile stage 
would probably use liquid fuel, and some have suggested that 
the second stage also use liquid fuel 

The mass fraction can be increased by re- 
ducing the mass of the rocket shell. New light- 
weight, strong materials such as carbon graph- 
ite fiber reinforced composite materials or 
judicious use of titanium (for strength) and alu- 
minum (for minimum mass) may permit in- 
creased mass fractions for future rockets. 

How Electromagnetic Launchero (EML) Work. 
—Electromagnetic launchers or "railguns" use 
electromagnetic forces instead of direct chem- 
ical energy to accelerate projectiles along a pair 
of rails to very high velocities. The goal is to 
reach higher projectile velocities than practi- 
cal rockets can. This would extend the range 
of KEW, expanding their ability to attack 
faster-burn boosters before burn-out. Whereas 
advanced chemically propelled rockets of rea- 
sonable mass (say, less than 300 kg) could 
accelerate projectiles to at most 9 to 10 km/s, 
future EML launchers might accelerate small 
projectiles (1 to 2 kg) up to 15 to 25 km/s. SDIO 
has set a goal of reaching about 15 km/s. 

In principle, chemical rockets could reach 
these velocities simply by adding more propel- 
lant. The efficiency of converting fuel energy 
into kinetic energy of the moving projectile de- 
creases with increasing velocity, however the 
rocket must accelerate extra fuel mass that is 
later burned. A projectile on an ideal, staged 
rocket could be accelerated to 15 km/s, but only 
17 percent of the fuel energy would be con- 
verted into kinetic energy of the projectile, 
down from 26 percent efficiency for a 12 km/s 
projectile. Since a railgun accelerates only the 
projectile, it could theoretically have higher 
energy efficiency, which would translate into 
less mass needed in orbit. 

In practice, however, a railgun system would 
not likely weigh less than its chemical rocket 
counterpart at velocities below about 12 km/s, 
since railgun system efficiency would probably 
be on the order of 25 percent at this velocity." 

"This assumes 50 percent efficiency for converting fuel (ther- 
mal) energy into electricity, 90 percent efficiency in the pulse 
forming network, and 65 percent rail efficiency in converting 
electrical pulses into projectile kinetic energy. The SDIO has 
a goal of reaching 40 percent overall EML system efficiency, 
but this would require the development of very high tempera- 
ture (2,000 to 2,500° K) nuclear reactor driven turbines. The 
total system mass might still exceed that of a comparable chem- 
ical rocket system. 
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Therefore a railgun system would have to cany 
as much or more fuel than its chemical rocket 
equivalent—ir addition to a massive rocket- 
engine generator system, an electrical pulse- 
forming network to produce tiie proper elec- 
trical current pulses, and the rail itself. 

The conventional "railgun" (see figure 5-8) 
contains a nwiag projectile constrained by 
two conducting but electrically insulated rails. 
A large energy source drives electrical current 
dov. n one rail, through the back end of the mov- 
ing projectile, aad back through the other raü. 
This closed circuit of current forms a strong 
magnetic field, and this field reacts with the 
current flowing through the projectile to pro- 
duce a constant outward force. The projectile 
therefore experiences constant acceleration as 
it passes down the rail. 

The final velocity of the projectile is propor- 
tional to the current in the raü and the square 
root of the rail length; it is inversely propor- 

Wgur»S-8.-Scn«rnatlcof«nEI>ctrorna^r«Hc 
Launch* (EML) or *R«llgur>* 

LH2/LOX 
turbine 

Turbo- 
generator 

liquid oxygen 

Pub« 
QOfWttOT 

] 
Liquid hydroQon 

z. 
Cooing 

£ 
Projectis 

Currant tow 

Schematic of an electromagnetic launcher (EML) or "Rail- 
gun." In operation, a stronp pulse of electrical current forms 
a circuit with the conducting rails and the projectile. This cur- 
rent loop generates a magnetic field. The Interaction of this 
field with the current passing through the moving projectile 
produces a constant outward force on the projectile, acceler- 
ating it to high velocities. 

SOURCE: Offlc« of Technology AMMdnoM. 10M. 
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tional to the square root of the projectile mass. 
High velocity calls for very high currents (mil- 
lions of amr»res), long rails (hundreds of m), 
and very %ht projectiles (1 tc 2 kg). 

For the BMD mission, the projectile must 
be "smart". That is.it must have all of the com- 
ponents of the chemically propelled SBIs: a 
sensor, inertia! guidance, communications, di- 
vert propulsion, a computer, and possibly a 
lethality enhancement device. The EML pro- 
jectile must be lighter, and it must withstand 
accelerations hundreds of thousands, times 
greater than gravity, compared to 10 to 20 
"g's" for chemically propelled SBIs. 

Researchers at Sandia National Laboratory 
have proposed another type of EML launcher 
which would employ a series of coils to propel 
the projectile. Their "reconnection gun" would 
avoid passing a large current through she pro- 
jectile, eliminating the "arcs and sparks" of 
the conventional railgun. The term "reconnec- 
tion" derives from the action of the moving 
projectile: it interrupts the magnetic fields of 
adjacent coils, and then these fields "recon- 
nect" behind the projectile, accelerating it in 
the process. 

Current Status of EMLs.—Several commer- 
cial and government laboratories have built 
and tested experimental rai'guns over the last 
few decades. These railgun» have fired very 
small plastic projectiles weighing from 1 to 
2,500 g, accelerating them to speeds from 2 
to 11 km/s. In general, only the very light 
projectiles reached the 10 km/s speeds. 

One "figure of merit," or index, for railgun 
performance is the kinetic energy supplied to 
the projectile. For BMD applications, SDIO 
originally set a goal of a 4 kg projectile acceler- 
ated to 25 km/s, which would have acquired 
1,250 M J of energy. SDIO officials now state 
that their goal is a 1 kg projectile at 15 km/s, 
which would acquire 113 MJ of kinetic energy. 
The highest kinetic energy achieved to date 
was 2.8 MJ (317 g accelerated to 4.2 km/s), or 
about 50 to 400 times less than BMD levels. 

Finally, there have been no experiments with 
actual "smart" projectiles. AU projectiles have 
been inert plastic solids. Some (non-operating) 

.■ i ■ i*äm*mß*4mMmm*umäma mumm «MÜMMIl vHativakmnmm 

■'  s 

/ 



120 

y  . 

',' / 

Fholo credit Contrtctor photo D/HM by Iht US. Owrtmtnt of MIKIH 

Electromagnetic launcher.—This experimental electro- 
magnetic launcher at Maxwell Laboratories, Inc., San 

Diego, CA, became operational late in 1985. 

electronic components, including focal plane 
arrays, have been carried on these plastic 
bullets to check for mechanical damage. Re- 
sults have been encouraging. 

Key Issues for EMLs.—Much more research 
must precede an estimate of the potential of 
EML technology for any BMD application. 
The key issues are summarized in table 5-1. 
There is uncertainty at this time whether all 
these issues can be favorably resolved. 

Table 5-1.—Kty Issue* for Electromagnetic 
Launchers (EML) 

• Low-mass (2 Kg or less), high acceleration (several 
hundred thousand g) projectile development. 

• High repetition rate rails (several shots per second tor 
hundreds of seconds). 

• High repetition rate switches with high current (several 
million A versus 750.000 A) 

• Pulse power conditioners (500 MJ, 5 to 20 ms pulses 
versus 10 MJ, 100 ms pulses) 

• Efficiency 
• Mass 
» Heat dissipation  
SOURCE: Oftic« ol Technology Au*Mir«it. IMS 

EML Projectile.—It based on current tech- 
nology for sensors, inertia! guidance, commu- 
nications, and divert propulsion systems, the 
lightest "smart" projectile would weigh over 
10 kg. Tne total mass must shrink by at least 
a factor of 5, and the projectile must withstand 
over 100,000 g's of acceleration. If the projec- 
tile could only tolerate 100,000 g's, then the 
railgun would have to be 112 m long to impart 
a 15 km/s velocity to the projectile. Higher ac- 
celeration tolerance would allow shorter rail- 
guns. (200,000 g's would allow a 56-m long gun, 
etc.) 

The SDIO has consolidated the development 
of light-weight projectiles for all kinetic energy 
programs into the "Light-weight Exo-atmos- 
pheric Projectile" (LEAP) program. Although 
researchers first saw a need for light-weight 
projectiles for railguns, the primary initial 
users of LEAP technology are to be the chem- 
ical rocket KEW programs (SBI, ERIS, 
HEDI). The phase-one LEAP projectile would 
weigh about 5 kg according to current designs 
(see figure 5-9), if all component developments 
met their goals. This projectile would weigh 
too much for any railgun, and it will therefore 
not be tested at high acceleration. This tech- 
nology might evolve into a 2-kg projectile by 
the early 1990s. In any case, thers are no plans 
now to build a gun big enough to test even the 
phase-two 2 kilogram projectile. 

High Repetition Rate.—A railgun would 
have to fire frequently during an attack, en- 
gaging several targets per second. The penalty 
for low repetition rates would be additional rail- 
guns in the space-based constellation to cover 
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Figure 5-8.—Ughtwtlght Homing Project»« 
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WEIGHT STATEMENTS 

LEAP PHASE 1 LEAP PHASE 1 
PAYLOAD (1*00) PAYLOAO (•») 

SEEKER MIO SEEKER 1S0.0 

IMU »5.0 IMU 70.0 
WTEGRATEO PROCESSOR 400.0 INTEGRATED PROCESSOR 1S0.0 
COMMAND RECEIVER 100.0 COMMAND RECEIVER M.O 

POWER SYSTEM 12S.0 POWER SYSTEM 17S.0 
STRUCTURE 4 MISC. 1*1.0 STRUCTURE 0 MISC. 100.0 

PROPULSION (l.OSt.O PROPULSION (1M5.0 

VALVES A NOZZLES $70.0 VALVES A NOZZLES 17S.0 

CASE t INERTS IS1.0 CASE A INERTS 111.0 

PROPELLANT 1111.0 PROPELLANT 0*0.0 

VALVE ORIVERS 1Z0.0 VALVE DRIVERS 4S.0 

PROJECTILE TOTAL 4*St.O PROJECTILE TOTAL 1MS.0 

Illustration of planned projectiles for the Lightweight Exoatmospheric Projectile (LEAP) program. This program Is developing 
projectile technology for both the t>cKet propelled and electromagnetic launcher (railgun) programs. However, the phase 1 
projectile at 5 kg and even the more conceptual phase 2 projectile with a mass projection of 2 kg are too heavy for any existing 
or planned railguns. There are no plans to test either projectile at the 100,000s of g acceleration necessary for railgun opera- 
tion. These projectiles will benefit the SBI, ERIS, and HEDI programs. 
SOURCE: Oftfe« of Technology AMWIMM. ISM. 
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the threat. Most railguns to date have been 
fired just once: the rails eroded and had to be 
replaced after one projectile. Newer systems 
can fire ten shots per day, and at least one ex- 
periment has fired a burst of pellets at a rate 
of 10/s. Researchers at the University of Texas 
plan to fire a burst of ten projectiles in 1/6 of 
a second, or a rate of 60/s. 

Key issues for high repetition-rate guns are 
rail erosion,1* heat management, and high repe- 
tition-rate switches to handle the million- 
ampere current levels several times per second. 
Conventional high repetition-rate switches can 

"New rail designs have shown promise of minimum erosion 
in laboratory tests; it remains to be proven that rails -*ould sur- 
vive at weapons-level speeds and repetition rates. 
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handle up to 500 A today, although one spe- 
cial variable resistance switch tested by the 
Army carried 750,000 A. An Air Force test suc- 
cessfully switched 800,000 A, limited only by 
the power supply used. EML systems would 
have to switch 1 to 5 million A. 

EML Power.—An EML would consume high 
average electrical power and very high peak 
power during each projectile shot. Consider 
first the average power requirements: a 1 kg 
projectile would acquire 112 MJ of kinetic 
energy if accelerated to 15 km/s. Assuming 40 
percent efficiency and 5 shots per second, then 
the EML electrical system would have to de- 
liver 280 M J of energy per shot or 1.4 GW of 
average power during an attack which might 
last for several hundred seconds. For compar- 
ison, a modern nuclear fission power plant de- 
livers 1 to 2 GW of continuous power. 

The SP-100 nuclear power system being dis- 
cussed for possible space application would 
produce only 100 to 300 kW of power. The only 
apparent near-term potential solution to pro- 
viding 2.5 GW of power for hundreds of se- 
conds would be to use something like the Space 
Shuttle Main Engine (SSME) coupled to a tur- 
bogenerator. Assuming 50 percent electrical 
conversion efficiency, then one could convert 
the SSME 10 GW of flow energy into 5 GW 
of average electrical power while the engines 
were burning. 

High average power would not suffice. The 
electrical energy would have to be further con- 
centrated in time to supply very short bursts 
of current to the rail^uc. For example, a 112- 
m long railgun with 100,000-g acceleration 
would propel a projectile down its length in 
about 15 milliseconds (ms) to a final velocity 
of 15 km/s. The peak power during the shot 
would be 50 GW.,f And the EML system de- 
signer would like to shorten the 112-m railgun 
length and increase acceleration, which would 
mean further shortening the pulse length and 
increasing peal; power. 

"For • frame of reference, consider that the total power avail- 
able from the U.S. power grid is several hundred gigawatt*. 

Mikm^JmMimtmiittm 

Several techniques are under consideration 
to convert the average power from something 
like the SSME into short pulses. One labora- 
tory approach is the homopolar generator: this 
device stores current in a rotating machine 
much like an electrical generator and then 
switches it out in one large pulse. Existing 
homopolar generators can supply up to 10 MJ 
in about 100 ms; therefore, energy storage ca- 
pacity must increase by a factor of 50 and the 
pulse length shorten by a factor of 5 to 20. 

EML Mass to Orbit.— The mass of an EML 
system based on today's technology would be 
excessive. A homopolar generator to supply 
280 MJ per pulse would weigh 70 tonnes 
alone.*0 The rails would h?ve to be long to limit 
acceleration on sensitive "smart" projectiles, 
which would have to be very strong (massive) 
to resist the outward forces from the high rail 
currents. The platform would have to include 
an SSME-type burst power generator, a ther- 
mal management system to dispose of the 
energy deposited in tne rails, divert propulsion 
to steer the railgun toward each target, and 
the usual satellite communications and con- 
trol functions. 

Given the early stage of EML research, esti- 
mates of total platform mass could bo in error 
by a factor of 10. At this time, a total mass 
of about 100 tonnes would seem likely, mean- 
ing that each EML would have to bo launched 
in several parts, even if the United States de- 
veloped an Advanced Launch System (ALS) 
that could carry about 40 tonnes maximum per 
flight to high inclination orbits. It is conceiv- 
able that, in the farther term, superconductive 
electrical circuits could significantly reduce the 
mass of an EML. Lighter compulsators (see 
below) might also reduce EML mass. 

Nuclear-Driven Particles.—A nuclear explo- 
sion is a potent source of peak power and 
energy. If even a small fraction of the energy 
in a nuclear explosion could be converted into 
kinetic energy of moving particles, then an ex- 
tremely powerful nuclear shotgun could be im- 

"Assuming today's energy density for homopolar generators 
of 4 kj/kg. 
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agined. These particles could be used for in- 
teractive discrimination as described above, 
since the particleu would slow down light de- 
coys more than heavy RVs. With more power, 
nuclear-driven particles could conceivably de- 
stroy targets. This concept is discussed in rrore 
detail in the classified version of this report. 

Directed-Energy Weapons 

Directed-energy weapons (DEW) offer the 
promise of nearly instantaneous destruction 
of targets hundreds or thousands of km away. 
While a KEW system would have to predict 
target positions several minutes in the future 
and wait for a high speed projectile to reach 
the intended target, the DEW could—in prin- 
ciple—fire, observe a kill, and even order a re- 
peat attack in less than a second. 

DEW Systems 
Although no DEW are planned for phase- 

one BMD deployment, both ground-based and 
space-based DEW systems are possible in the 
next century." Candidate DEW systems 
include: 

• free electron lasers (FEL) (ground-based 
or space-based), 

• chemical lasers (space-based), 
• excimer lasers (ground-based), 
• x-ray laser (pop-up or space-based), or 
• neutral particle beam (space-based). 

The FEL 's the primary SDIO candidate for 
'round-based deployment (with the excimer 
laser as a back-up). The hydrogen-fluoride (HF) 
laser and the neutral particle beam weapon are 
the primary candidates for space-based DE Ws, 
although a space-based FEL or other chemi- 
cal laser concepts might also be possible. 

Ground-Based Free Electron Laser (GBFEL). 
—A GBFEL system would include several 
ground-based lasers, "rubber mirror" beam di- 
rectors to correct for atmospheric distortions 
and to direct the beams to several relay mir- 
rors in high-Earth orbit, and tens to hundreds 

of "battle-mirrors" in lower Earth orbit to fo- 
cus the beams on tvget. It would take sev- 
eral laser sites to assure clear weather at one 
site all the time. Several lasers per site would 
provide enough beams for the battle. Ideally 
these lasers should be at high altitudes to avoid 
most of the weather and atmospheric turbu- 
lence. But the FEL, as currently envisioned, 
requires very long ground path lengths for 
beam expansion and large quantities of power. 

The logical location for relay mirrors would 
be geosynchronous orbit, so that the ground- 
based beam director would have a relatively 
fixed aim point. The effects of thermal 
blooming*1 may best be avoided, however, by 
placing the relay mirrors in lower orbit: the mo- 
tion of the laser beam through the upper atmos- 
phere as it follows the moving relay mirror 
would spread the thermal energy over a large 
area.** 

Adaptive optics would correct for atmos- 
pheric turbulence. The optical system would 
sense turbulence in real time and continuously 
change the shape of the beam-director mirror 
to cancel wave-front errors introduced by the 
air. A beacon would be placed just far enough 
in front of the; dlay satellite that the satellite 
would move to the position occupied by the 
beacon in the time it took for light to travel 
to the ground and back. A sensor on the ground 
would detect the distortions in the test beam 
of light from the beacon, then feed the results 
to the "rubber mirror" actuators. With its 
wave front so adjusted, the laser beam would 
pass through the air relatively undistorted. 

"SDIO asserts that some versions of DEW could be deploy«', 
late in this cent'iry. It is examining designs for "entry level" 
systems with limited capabilities. 

Thermal blooming occurs when a high-power laser beam 
passes through the atmosphere, heating the air which disturbs 
the transmission of subsequent beam energy. See the section 
below on key DEW issues tor details. 

"For example, a 10-m diiimetar Itaer beam which tracked a 
relay mirror at 1,000 km a'titude would pass through a cUan, 
unheated patch of air at 1 ü km altitude after 140 ms. I f thermal 
blooming resulted from relatively long-term heating over a few 
seconds, then scanning across the sky could ameliorate its ef- 
fects. While beam energy at altitudes below 10 km would take 
longer then 140 ms to move to unheated patches of the atmos- 
phere, lower altitude blooming could be more readily corrected 
by the atmospheric turbulence compensation systems proposed 
for ground based lasers: atmospheric compensation works best 
for "thin lens" aberrations close to the laser beam adaptive mir- 
ror on the ground 
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This concept is discussed further below, un- 
der the heading of "Key DEW Issues." 

Tabls 5-2 compares the characteristics of cur- 
rent research FELs with those needed for 
BMD operations, as derived from elementary 
considerations in the American Physical So- 
ciety study.*4 The key figure of merit is beam 
brightness, defined as the average laser out- 
put power (watts) divided by the square of the 
beam's angular divergence. Brightness is a 
measure of the ability of the laser beam to con- 
centrate energy on the target (see figure 5-10). 
Another important figure of merit is the retar- 
get time—the time needed to switch from one 
target to another. 

Existing FELs operate in a pulsed mode: the 
energy is bunched into very short segments, 
as illustrated in figure 5-11 for the radio fre- 
quency linear accelerator (RF linac) and for the 
induction linear accelerator, two types of ac- 
celerators proposed for the FEL. The power 
at the peak of each pulse is much higher than 
the average power. In the proposed induction 
linac FEL, peak power might exceed average 
power by 60,000 times. But it is the average 
power that primarily determines weapons ef- 
fectiveness.** 

The RF linac experiments to date have 
produced 10 MW of peak power at 10 pm wave- 

"Americtn Physical Society, op. cit, footnote 1, chapters 3 
and 5. 

"Short pulsea of eovgy may foster coupling of energy into 
a target, however, ao the average power required from a pulaed 
laser could, in principle, be less than the average power of a 
continuous wave (CW) laser. This will be the subject of further 
SDI research. 

Table s-2.—Characteristics of a Ground-Basad FEL Waapcw System 

Operational requirements against 
. Current status a fully responsive Soviet threat* 
Free Electron Laser  RF Induction 

Number of laser sites  — — 54 
WavelenQth Urn)  945 8,800 .8 to 1.3 
Average power (MW)  .006 .000014 100 to 1,000 
Peak power (MW)  10 1,000* 
Beam diameter (m)  (4Y> (4) 10 to 30 
Brightness (W/sr)  3.6x10" 1x10« severalx 10" 
Peak brightness (W/sr)  6.3x10" 4.9x10" * 

Beam director 
Diamnter (m)  (4) 10» 
Number of actuators  (10*) 10* to 10* 
Frequency response (Hi)  10* hundreds 

Relay mirrors: 
Number of mirrors  — 3^7 
Oiamete'(m)  - 10 or more 
Aititudeflcm)    - ten«of thousands 
Steering rate (retargets/s)  — 4.IO 

Battle-mirrors: 
Number of mirrors:     — 30-150 
Diametsr (m)  (4) t0 
Altitude (km)  — 1,000-4,000 
Steering rate (retargets/s)  —  2-5 

•Operational requirements en taken from American Physical Society. Selene« and r*.»Kvcvy of ttreered-fnerny Weapon« Neporr to the American Phytic* Society 
et m» Study Group, April 1887 SOIO disagrees with torn ot tlie numbef», but their ditto* «•"<•"!• are classified and may be found In the elasslllod »»(lion of true 
report. Further, SOtO ties Identified BMO mleelona other than dealing wtth a fully reepo-isrve Soviet threat. An "entry-level" system (with a brightness on the order 
of 1C~) might be developed earlier than the one with the above ehsraclorlstics and wo ,k> heve lee* stressing requirements. 

BSee.nentt ol a 3jneter ect'vt mirror have been built, end a 4-meter, /-segment minor Is under construction Parentheses In this table Indicate that the mirror technolo- 
gy eiists. but tf e mirror, heve not yet been integrated with the leser. 

CA weapons system would require the average power levels listed abo/e. fhe FEL Is e pulsed laset-the power of each puree is much higher than the «enge power 
when the pulses we both on and off. Depending on how target; »d pulses Interact, these short pulses might be lethal even with lower average power. 

"Peek b-lghtness. like peak power, le not the relevant measure of weapons lethality. 
•The Amertcon physical Society, op. clt., footnote a. estlmstsd that brigh;ne>ees on the order of 10" VWsr might be necessary to counter a responsive threat. A 10-meter 
diameter mirror would be required for the lower power (100MW) FEL module to roach 10" VWsr brtghtnees. The more probable approach would be to combine the 
beams from ten 19-meter mirrors In a coherent array. 

SOURCE: Office of Technology Assessment. American Physical Society Study Group, end Strategic Defense Initiative Organujsllon, ig*> and isss. 
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Figur* 5oa-llluetratkxi oftha Ratatonenlpe 
Barwear Laser Paramotvr« and Powr Danälty 

Projected on a Target 

Laser OJ*pu» power - P (»Mi) 
Beam diameter ■ D (meiert) 
Divergence angle - 8 (radians) 

For a dtftraceon - emited beam, 

9 - -g-     (X - wavelength) 

Brigranese * B 

B~* 

Power density on target - I (watts/square cm) 

I. B 

Illustration of the relationships between laser parameters md 
power density projected on a target. The key figure of merit 
for any >«ser is its brightness. Brightness measures the ability 
of the laser to concentrate power on a distant target. High 
brightness requires high laser power and low angular diver- 
gence. Low angular divergence in turn requires short wave- 
length and a large beam diameter. The power density on tf- 
get is equal to the laser brightness divided by the square of 
the distance to that target. 
SOURCE: Ottlc* of TKhnofcigy AMMWMM. IfM 

length, but only 6 kW of average power—which 
would translate into a brightness 100,000,000 
times less than the level needed for a BMD 
weapon against haidened Soviet boosters.* 
This 6-kW average power was averaged over 
a 100-microsecond long "macropulse" in a 
given second. 

This brightness calculation assumes that the beam would 
be expanded to fill a state-of-the-art 4-m diameter mirror and 
was diffraction-limited. 

Figure 5-11.—FEL Waveforms 

RaÄHcjuefKyUNACr^wavetorm 

-H       Usna -eJU»pa 

1111111111 
Duty cycle: 11n 400 

Induction UNAC FEL waveform 

i15naH 

Time-a» 

h 

Duty cycle: Much lower than radio frequency LINAC 

Existing laser waveforms from the radio frequency linear ac- 
celerator (RF linac) free electron laser (FEL) and the induc- 
tion linear accelerator FEL. The laser tight la emitted In vary 
ahort pulses. The peak power during these short pulses would 
have to be extremely high to transmit high average power to 
the targets. This peak intensity, particularly for the induction 
linac FEL, would stress mirror coatings and could induce 
other nonlinear losses such as Raman scattering in the 
atmosphere. Therefore, a weapon-grade induction-linac FEL 
would have to have highei repetition rates, perhaps on the 
order of 10 kiloherU. 
SOURCE OHIe« ot TKtinoloer AtMunwnt, late. 

It should be noted, however, that these ex- 
periments were not designed for maximum 
average power. Low repetition rates were used 
primariliy for economic reasons. SDIO scien- 
tists say that scaling up the number of macro- 
pulses from 1/s to 5,000/s is not a serious prob- 
lem. If correct, this would mean that 30-MW 
average power could be produced with tech- 
nology not radically different from today's. In 
addition, a ground-based weapon would use a 
wavelength an order of magnitude «nailer. The 
brightness scales as the inverse of the wave- 
length squared. For a given mirror diameter, 
then, if a similar power output could be 
produced at a smaller wavelength, and the high 
repetition rate were achieved, the brightness 
would only need to be increased by a factor 
of about 200 for 30 MW at 1 pm. Accomplish- 
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M <t*l of Al PWA eipenmentel ch*micat la«#r — This 
»i(»:-m»nlil c>i"*'l.»l l*<M»' end lt<l la'Qe vacuum 
cr\amt>*' have been con»tructe<l by TPW »t • le*t «it* 
i»»S«i Ju«nCao<»l'*nc, CA The cylindrical conlig 

»ration 0« the laset design m«y be most 
suitable (or basing in spac*. 

ing both modification«, would entail significant 
development work. 

Spare-ban«) Chemical Lasers.—Placing high- 
power laser» directly on satellites would elim- 
inate the reeds for atmospheric compensation, 
redundant lasers to avoid inclement weather, 
and relay mirrors in high orbits; it would also 
reduce beam brightness requirements by a fac- 
tor of 4 to 10 (depending on the wavelength 
and atmospheric factors) since the atmosphere 
would not attenuate the beam.*7 These advan- 
tages are offset by the engineering challenge 
of operating many tens or hundreds of lasers 
autonomously in space and by the possible 
higher vulnerability of lasers relative to battle- 
mirrors. 

"tmed>(eiu«coii' actor estimated that a apace-baaed coem- 
ical laser system, i dudln»' tf-et transportation, would coat 
•bout 10 urn»« In* than the proposed ground bated free elec- 
tron laser »—pon system. 

The laser should operate at short wavolength 
(to kee*"» (he mirror sizes small) and should be 
energy efficient (to reduce the weight of fuel 
needed in orbit). Although its wavelength band 
(near 2.8 «<m! is rather long, the hydrogen fluo- 
ride (HF) laser is the most mature and most 
efficient laser aveilable today. Table 5-3 com- 
pares the characteristics of a potential high 
performance HF laser BMD system with the 
currrnl mid-infrared chemical Uuer (MIRACL) 
(using deuterium fluoride, or DF) operating at 
the White Sands Missile Range in New Mex- 
ico. ** 

DEW Technology 

How DEW Work.—Directed energy weapons 
would change stationary, stored energy from 
a primary fuel source into a traveling beam of 
energy that could be directed and focused on 
a target. Several stages of energy conversion 
may be necessary. The challenge is to build an 
affordable, aurvivable, and reliable machine 
that can generate the necessary beam of 
energy. Lasers can be driven by electrical 
energy, chemical energy, or nuclear energy. 

Free Electron Lasers,.—Through 1987, the 
SDIO chos«? the FEL research program to re- 
ceive the meet DEW emphasis (recently, SDIO 
has returned to favoring research in space- 
based chemical lasers). The FEL uses a rela- 
tivists** electron beam from an accelerator to 
amplify a light beam in a vacuum. The key 
advantage of the FEL is the lack of a physical 
gain medium: all other lasers amplify light in 
a solid, liquid, or gas. This gain medium must 
be stimulated with energy to produce an ex- 
cited population inversion of atoms or mole- 
cules. The fundamental limitation with these 
lasers is the need to remove waste heat before 
it affects the optical transparency of the 
medium. The FEL achieve« its gain while pass- 

The SDIO is aim considering lower performance, "entry 
lev»! " «parr-hawd chemical lauern for more- limited HMD 
mi** inn* 

"A beam of p article* i« deemed "relativistir" «hen it it ac- 
celerated to speeds comparable to a fraction of the «pnad of light 
and acquire« so much energy that iU man begins to increase 
measurably relative to its rest mass 

r > 

üMü 

_ -• ^    • * 



127 

Tab«« S-3.-Chari»et»rittte> of an HF law Weapon* System 

——— '" Estimated operational 
Current atatu» requirements*  

NyrnWotTa»»' aaiailMeS  — »150 
Alliierte (km)     800-4,000 
Beam diameter |.n) 15* 10 
Po**r (MW)     gnh'.jt than 1 hundreds (singt« beam) 
BngMoe»» (W'sr) ««veral x 10"« »«v«r«J x 10" 
Ph«**d »rrav alternativ« 

Njrnt*' ->» t*»m»  ' 
B»*m diJMnptP' (m)  10 
Total PO*?'(MW)     .        ■_■■■■■■_  100L'.14_MW.t>er.,X>iW!,i  

•'>«• >irwi ^^hrtTb,! pmiijlH ar«)'fW tkmr-mir P*y*Klt Soc*t» Sc*"C» »"d '« ••'xKoffir I* »»et«» tauft 
»Mrx»« iki^ ti» !»• *<^"t»" «*r»«* S«r*t, S'utfr C-ow *{>"" '*' »""er, tO"i*"« •»»*>*•» ot txx»t*f h»*>««t 
H- • <v«, •«««"»">• '~»»t **• S0"O wli*' CC^OT* •*" £••<•« «>••• »tltm»»« Curr»nl SWO »l.iwt» m«y bt lotwd 
i» ••■• c»«'»<i •»-«•!>- p" •>*» '«eo-i t"«*j'"o« SWO >>•» H>»n(.ii»<iMm**mr,^^1^^ »y*»»m« wH>tm»trewin»mi» 

t'T^ LAMP **-"tv  «*«' y*l *»ltv'«**<J *'th • ""G* l"iw •••»* *•» • *«m#»»f o* * «* 
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ing throuRh an electron beam plasma, so much 
of the "waste heat" exits the active region 
along with the electron beam at nearly the 
speed of light. 

Two types of electron beam accelerator are 
currently under investigation in the SDIO pro- 
gram: the radio frequency linear accelerator 
(RF linac) and the induction linac.** 

In the RF linac. electrical energy from the 
primary source is fed to radio-frequency gener- 
ators that produce an RK fieH inside the ac- 
celerator cavity. This field in turn accelerates 
low energy electrons emitted by a special 
source in the front end of the accelerator. The 
accelerator raises this electron beam to higher 
and higher energy levels (and hence hi jher ve- 
locity) and they eventually reach speeds ap- 
proaching that of light. Simultaneously, the 
electrons bunch into small packets in space, 
corresponding to the peaks of the RF wave. 

This relativistic beam of electron packets is 
inserted into an optical cavity. There the beam 
passes through a periodic magnetic field (called 
a "wiggler" magnet) that causes the electrons 

"Other type* of weeierttor» «IT poeaiMe for a free electron 
laaer. euch at the electrostatic accelerator FEL unter inveaü- 
gation at the University of California at Santa Barbara, but 
the RF linac and induction linac have been lingled out aa the 
phmar>' candidate» for initial SD1 experiment». 

to oscillate in space perpendicular to the beam 
axis. As a result of this transverse motion, 
weak light waves called synchrotron radiation 
are generated. Some of this light travels along 
with the electron packets through the wiggler 
magnets. Under carefully controlled condi- 
tions, the election beam gives up some of its 
energy to the light beam. The light beam is 
then reflected by mirrors at the end of the op- 
tical cavity and returns to the wiggler mag- 
net synchronously with the next batch of elec- 
trons. The light beam picks up more energy 
from each pass, and eventually reaches high 
power levels. This type of FEL is an optical 
"oscillator": it produces its own coherent light 
beam starting from the spontaneous emission 
from the synchrotron radiation. 

As more energy is extracted from the elec- 
tron beam, the electrons slow down. These 
slower electrons are then no longer syn- 
chronized with the light wave and the periodic 
magnet, so the optical gain (amplification) 
saturates. To increase extraction efficiency, the 
wiggler magnet is "tapered": the spacing of 
the magnets or the magnetic field strength is 
varied so that the electrons continue in phase 
with the light wave and continue to amplify 
the beam as energy is extracted. 

For high-power weapon applications, the 
power from an oscillator might be too weak: 

üb 
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the limit for an RF linac FEL oscillator is near 
20 MW. In this case additional single-pass am- 
plifiers can boost the beam energy. This sys- 
tem is called a master oscillator power ampli- 
fier (MOPA) laser. 

In the second type of FEL, the induction 
linac, large electrical coils accelerate narrow 
pulses of electrons. The high energy electrons 
interact with an optical beam as in the RF linac 
FEL, but the optical beam as currently planned 
would be too intense to reflect off mirrors and 
recirculate to pick up energy in multiple passes 
as in the RF oscillator. Rather, all of the energy 
transfer from the electron beam to the optical 
beam would occur on a single pass. This would 
entail very high gain, which demands very high 
density electron beams and very intense laser 
light coming into the amplifier. The induction 
linac FEL therefore depends on an auxiliary 
laser to initiate the optical gain process; this 
limits the tunability of the induction linac FEL 
to the wavelengths of existing conventional 
lasers of moderately high power. 

The process of converting electron energy 
into light energy can theoretically approach 
100 percent efficiency, although it may take 
very expensive, heavy, and fragile equipment.*1 

Nevertheless, the FEL could achieve very high 
power levels, and, unlike other lasers, the RF 
linac FEL can be tuned to different wave- 
lengths by changing the physical spacing or 
field strength of the wiggler magnets or the 
energy of the electron beam." Tunability is 
desirable for ground-based lasers, which must 
avoid atmospheric absorption bands (wave- 
lengths of light absorbed by the air) if they are 
to reach into space. 

Chemical (HF) Lasers. -The HF laser de- 
rives its primary energy from a chemical re- 
action: deuterium and nitrogen trifluoride 

"Total system efficiency would probably be about 20 percent- 
25 percent at best, assuming» reasonably optimistic 50 percent- 
60 penwt efficiency to convert chemical to electrical energy 
using a rocket-driven turbine, and 40 percent efficier.cy to gen- 
erate RF power. 

"The wavelength of the FEL it proportional to the wiggier 
magnet spacing and inversely proportional to the aquars of the 
electron beam energy. Higher beam energies are necessary for 
the abort wavelengths Meded for BMD. 

gases react in a device resembling a rocket en- 
gine. Hydrogen gas mixes with the combus- 
tion products. Chemical energy raises the re- 
sulting HF molecules to an excited state, from 
which they relax later by each emitting a pho- 
ton of light energy in one of several wavelength 
lines near 2.8 /an in the MWIR. A pair of op- 
posing mirrors causes an intense beam of IR 
energy to build up as each pass through the 
excited HF gas causes more photons to radi- 
ate in step with the previously generated light 
wave." Some additional electrical energy runs 
pumps and control circuits. 

Excimer Laser.— In an excimer'4 laser, elec- 
trical energy, usually in the form of an elec- 
tron beam, excites a rare gas halide" such as 
krypton fluoride or xenon chloride.* These 
gases then emit in the ultraviolet (UV) region 
of the f«pectrum, with wavelengths in the range 
from ,ü to .36 /un. This very short wavelength 
permits smaller optical elements for a given 
brightness. However, the optical finish on 
those UV optics would have to be of propor- 
tionately higher quality. 

Ultraviolet light is also desirable for space 
applications, since its high energy generally 
causes more damage to the surfaces of targets 
than does that of longer-wavelength visible or 
IR light. One drawback is that internal mir- 
rors instant to UV radiation damage are more 
difficult to make. Another is that UV cannot 
readily penetrate the atmosphere. These ob- 
stacles, combined with their relative immatu- 
rity and low efficiency, have relegated high 
power excimers to a back-up role to the FEL 
for the ground-based BMD laser. 

"This process of repeated radiate» in step is called "stimu- 
lated emission": the traveling wave of light stimulates the ex- 
cited molecule to radiate with the same phase and direction as 
the stimulating energy. The resulting beam of light ia "coher- 
ent": it can be focused to a very small spot. The term "laser" 
is derived from the phrase "Light Amplification by Stimulated 
Electromagnetic Radiation." 

"-Excimer ia abort for "excited state dimer"; the excitation 
of these rare gas halides produces molecules that only exist in 
the excited stste. unlike other Using medis which decay to a 
ground state after emitting a photon of light. 

"A "halide" is a compound ot two elements, one of which is 
a halogen: fluorine, chlorine, iodine, or bromine. 

"Krypton fluoride produces a wavelength too short to psne- 
trate the atmosphere: for ground-based applications, xenon chlo- 
ride would be of interest 
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Passing a laser beam through a Raman gas 
cell can improva its quality. This cell, typically 
filled with hydrogen gas, can simultaneously 
shift the laser frequency to longer wavelengths 
(for better atmospheric propagation), combine 
several beams, lengthen the pulse (to avoid 
high peak power), and smooth out spatial var- 
iations in the incoming beams. A low-power, 
high quality "seed" beam is injected into the 
Raman cell at the desired frequency. One or 
more pump beams from excimer lasers supply 
most of the power. In the gas cell, Raman scat- 
tering transfers energy from the pump beams 
to the seed. This process has been demon- 
strated in the laboratory with efficiencies up 
to 80 percent. 

X-ray Laser.—A nuclear explosion generates 
the beam of an x-ray la3er weapon. Sine* this 
type of laser self-destructs, it would have to 
generate multiple beams to destroy multiple 
targets at once. It has been proposed that x- 
ray lasers would be based in the "pop-up" 
mode; their launch rockets would wait near the 
Soviet land mass and fire only after a full-scale 
ICBM launch had been detected. Since the x- 
rays could not penetrate deeply into the atmos- 
phere unless self-focused, the earliest applica- 
tion for the x-ray laser would likely be as an 
ASAT weapon. 

Neutral Particle Beam (NPB) Weapon. -The 
NPB weapon, like a free electron laser, would 
use a particle accelerator (see figure 5-12). This 
accelerator, similar to those employed in high 
energy physics experiments, would move 
charged hydrogen (or deuterium or tritium) 
ions to high velocities. Magnetic steering coils 
would aim the beam of ions toward a target. 
As the beam left the device, a screen would 
strip the extra electrons off the ions, result- 
ing in a neutral or uncharged beam of atoms." 

Unlike laser beams, which deposit their 
energy on the surface of the target, a neutral 
particle beam would penetrate most targets, 
causing internal damage. For example, a 100- 
MeV particle beam would penetrate up to 4 

Figure 5-12.—Schematic of a Neutral 
Particle BMRI Weapon 

RFQ - Radio 'requency quadrapote 

Baam steering magnetsjs Beam expand«. 
Thin to» neutrafaer j gq    P<3 

I 

Schematic of a neutral particle beam weapon. Primary power 
might be generated by tiring a rocket engine, similar to the 
Shuttle main engine, coupled to an electrical generator. Al- 
ternately, the hydrogen and oxygen could be combined In a 
fuel cell to produce electricity. The resulting electrical cur- 
rent would drive the accelerator that would produce a beam 
of negatively charged hydrogen ions. This negatively charged 
beam would be expanded and directed toward the target by 
magnets. Just before leaving the device, the extra electron 
on each hydrogen Ion would be stripped off, leaving a neu- 
tral particle beam that could travel unperturbed through the 
earth's erratic magnetic field. 
SOURCE: OHlet of T»c»inolosy A—nurmnt. 1188. 

cm into solid aluminum and a 200-MeV beam 
would deposit energy 13 cm deep." These 
penetrating particles could damage sensitive 
circuits, trigger the chemical high explosives 
in nuclear warheads, and—at high enough in- 
cident energy levels—melt metal components. 
Shielding against neutral particle beams would 
be difficult, imposing a large weight penalty. 

As mentioned in chapter 4, the NPB may 
be usable first as an interactive discriminator. 
The beam of energetic hydrogen atoms would 
dislodge neutrons from massive RVs (the dis- 

"A charged beam could not be aimed reliably, since it would 
be deflected by the Earth's erratic magnetic field, so die beam 
must be uncharged or neutral. 

"See W. BarkasandM. Berber. Tables of Energy Losses and 
Range» ot Heavy Charged Par tides, (Washington. DC: NASA, 
1964). 
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«Timinator NPB would presumably dwell on The Accelerator Test Stand (ATS) neutral 
18ch RV and decoy for too short a time to dam- particle beam experimental accelerator at Los 
age the RV). Separate satellites with neutron Alamos National Laboratory is the weapon 
dotectors would determine which targets were candidate closest to lethal operating condi- 
RVs and which were light-weight decoys. The tions: its brightness would need to ripe by 
NPB technology development would be the about a factor of 10,000 to assure destruction 
same for the weapon and the interactive dis- of electronics inside an RV at typical battle 
crimination programs, giving it multi-mission ranges thousands of km). However, in Ulis kill 
capability. mode, it may be hard to determine whether the 

. «n,,,    r^-    . J electronics  actually  had  been destroyed. 
Current Status of DEW.-Directed energy Another fact0r of 10 to 100 might be needed 

weapons are at various stages of development prodUce visible structural damage, 
as discussed below, but none could be consid- F                                                         . 
ered ready for full-scale engineering develop- The MIRACL DF chemical laser operating 
ment or deployment in the next decade." at White Sands has greater than 1 megawatt 

„.     .       .......          .   rinPU7 output power, but its relatively long wave- 
The characteristics of three potential DEW iength, the challenge of unattended space oper- 

systems are summarized in table 5-4. A key ati(m and the uncertainty 0f scaling this la- 
figure of merit is the brightness of the beam. ^ ^ the er levels necesgary for ballistic 
Precisely what brightness would destroy differ- miggüe defense wouid make a deployment de- 
ent targets is still under investigation: the SDI dsion Q0W premature. The brightness of an HF 
research program is measuring target lethal- 0f Dp laser would have ^ ^ increased by a 
ity for different wavelengths and for different {actor of 1Q QQQ ^ 100>ooo over current levels 
classes of targets. The brightness tevels of ta- ^ ^ |Meftll agf^xlBt responsively hardened So- 
hle 5-4 are derived from physical first prints- ^ boogterg# However, an "entry-level" sys- 
ples and assume that the Soviet* could con- tem t|wt • ht ^ ugeM against current boost- 
vert their missiles to hardened, soud-fueled erg W()uld entail ^ mcrease in brightness rtf 
boosters by the time DEWs could be de- . severai hundred to several thousand 
Ployed" times. 

"SDIO has recenUy beeri considering '>ntry-leveT options T    fe fc              aspects of a space-based HF 
that it currenüyconsidere feasible for phase-two deployment, mn w •    •     *  IT   -:t.«AUk.''l..„i« 

-SDIO is considering "entry level" DEWs that would have laser, TRW IS installing ltS    Alpha    laser IT. 
much lower brightness and might be effective against today's a large Space-simulation chamber near San 
more vulnerable boosters, A »ynergistic mix of KEW-DEW       j      Capistrano, California. The Alpha laser 
boost-phase intercept capability and DEW diacnminatjon is be- " ua" ^«V*»" !*"Y^I .^ /vtTP A m »«M. Kn. 
mg considered by SDIO as possible parts of a phase-two system. USeS a cylindrical geometry (MIRACL USeSlin- 

Table 5-4.-  Characteristic« of Directed Energy Weapon« Against a Fully Responsive Soviet Threat« 

~~~ FEL—ground-baaed HF-space-baaed NPB—«pace-based 

Primary energy source Electric Chemical SjPlJlS u u 
Wavelength or energy 0.8-1.3 «m 2.7 «m I0*40" *J",vft„ „„, 
Required brightness (W/sr)... .Several x 10» Several x 10» Several x 10" (tor 

•lOCifOntCS KIM; 

Current brightness (W/sr) Several x 10" **""** .1°1?. <P0,en,lal in„ ,n„ /PB(Y,l(i,,no (cons'dering                            for about 10" 10"-10" (considering 
unintegrated                            If unintegrated unintegrated 
components)                           components considered) components) 

Minimum penetration 
altitude (km) About 30 About 30 130-170  

»Th» mjmbars in this tab* ar» obtainad Irom lh.Am.ncw PtiysicaJ Socwty. Sclanc» «m» Ttchnotogy of OmcuaEtfay waapefls: «aporf01 >^"*^™'?!* 
SoeHlr Study Group April 1987 arW apply to an advancad BMD »y«tam aaalnst a rasponsl»» thraat. Th» astlmatas art nallhar eonflrmad nordanlad by SDK). SDK) 
has Identified other BMD mission» (of which lower "«ntry-lever «y»t»m» with lowar »pacification» <ei lha order of 10" wl»r) would be adequate. 

»Assuming parlact baam quality for a »ystam with the charactarlttle» of th» MIRACL laaar. 
SOURCE: Otflc» of Taehnology Assessment, Amaftcan Physical Society Study Oroup. and Strategic Oalana» Initiative Orgenliatlon, 19S7 and 198«. 
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ear flow) with the supersonic gas flowing out- 
ward from a central 1.1-rn diameter cylinder 
formed by stacking rings of carefully machined 
nozzles. The laser beam will take the form of 
an annulus passing just outside the radially 
directed nozzles. A complex aspheric mirror 
system will keep the laser beam within this nar- 
row ring. The goal of this program is to dem- 
onstrate multi-megawatt, near-diffraction 
limited operation in 1988. 

The brightness of a 4-m diameter (the size 
of the Large Aperture Mirror Program mirror), 
perfect, diffraction-limited beam" from, for ex- 
ample, a 1-MW laser, would be over 10'* watts/ 
steradian (W/sr). The Alpha laser was designed 
to be scaled to significantly higher levels by 
stacking additional amplifier segments. It 
would take a coherent combination of many 
such lasers to make a weapon able to engage 
a fully responsive missile threat. 

Chemical lasers to meet a responsive Soviet 
missile threat would need brightnesses of 10*'- 
3 0" W/s-. The level needed would depend on 
the target dwell and retarget times. These 
times, in turn, depend on the laser constella- 
tion size and geometry, booster burn time and 
hardness, and number of targets which must 
be illuminated per unit time. If the Soviets were 
to increase the number of ICBMs in a particu- 
lar launch area or decrease booster burn times, 
then the laser brightness needed would in- 
crease. 

The brightness of a ground-based FEL would 
have to increase by a factor of * -o 10 to ac- 
count for energy losses as the ueam passed 
through the atmosphere and travelled to and 
from relay mirrors in space. Several free elec- 
tron lasers have been built. None has operated 
within a factor of 100 million (10*j if the lethal 
brightness levels needed for a fully-responsive 
BMD system. Part of the reason is the low 
repetition rate of the pulses in experimental 
machines. For example, one experiment ran 
with the accelerator operated at a rate of one 
electron beam pulse every two seconds. Future 
accelerators will probably increase this rate to 

thousands of pulses per second. This will in- 
crease average brightnesses accordingly, al- 
though, as previously discussed, several more 
factors of 10 improvement would be needed. 

Lawrence Livermore National Laboratory is 
conducting experiments with an FEL based 
on an induction linear accelerator (linac). Boe- 
ing Aerospace is constructing an RF linac 
FEL, based on technology developed by Boe- 
ing and Los Alamos National Laboratory. 

Initial experiments on the Livermore FEL 
in 1985 produced microwave beams at 8.6 mm 
wavelength with peak powers of 100 MW. 
More recently, the peak power risen to 1.8 GW 
(1.8x10* W)« although this intensity lasts for 
only 15 nanoseconds (15x10-' s); the average 
power at the repetition rates of one shot every 
2 seconds was only 14 VV. Scaling to shorter 
wavelengths demands higher quality and very 
high-energy electron beams. Livermore Lab- 
oratory achieved FEL lasing at 10 pm in the 
far IR with its "Paladin" laser experiment in 
late 1986. Boeing and a TRW/Stanford Univer- 
sity collaboration have operated 0.5 pm visi- 
ble lasers, but at low average power levels. 

The Boeing RF linac FEL has the advantage 
of multiple optical passes through the wiggler 
of the optical oscillator. This means that high 
gain is not necessary, as it is with single-pass 
induction linacs.4* The RF linac also has more 
tolerance of variations in electron beam qual- 
ity or emittance. The emittance of the RF linac 
electron beam could grow (i.e., deteriorate) by 
almost a factor of 10 without deleterious ef- 
fects. In contrast, the induction linac electron 
beam cannot increase in emittance by more 
than a factor of two without degrading opti- 
cal beam brightness.44 However, there has been 
more uncertainty as to whether RF linacs could 
be scaled to the high current levels needed for 
BMD. Induction linacs, on the other hand, 

"See American Physical Society, op. dt, footnote I. p. 179. 

"Andrew M. Sessler and Douglas Vaughan, "Free-Electron 
Lasers." American Scientist, vol. 75, January-February, 1987, 
p. 34. 

"The RF linac might require «ingle-pan» amplifiers in addi- 
tion to their multi-pass oscillators (MOPA configuration) to 
achieve weapons-class power levels. 

"Private communication, John M J. Madey, 1987. 
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have inherently high-current capability. Re- 
cently, the two FEL concepts have appeared 
on the whole to compete closely with one 
another. 

Ezcimer lasers have been utilized for lower 
power research and some commercial applica- 
tions. The UV energy from an excimer laser 
is generally more damaging than visible or IR 
energy. However, UV light can also damage 
mirrors and other optical components within 
the laser system, mdcing high-power operation 
much more difficult. Scaling to higher power 
is possible, but SDIO has judged the excimer 
program less likely to succeed, and has cut it 
back. The Air Force A SAT program is fund- 
ing continued excimer laser research jointly 
with SDIO. 

Los Alamos National Laboratory research- 
ers have conducted NPB-related experiments 
on their ATS. They have produced a current 
level of 0.1 A at 5 MeV. Rocket-borne tests 
of parts of a NPB system were planned for the 
late 1980s. The SDIO had planned a series of 
foil space tests to begin in the early 1990s, in- 
cluding a NPB accelerator with a target satel- 
lite and a neutron detector satellite as part of 
the interactive discrimination experimental 
program. Recently, scheduling of these tests 
has been delayed due to funding constraints. 

Key DEW Issues.-With such a wide gap be- 
tween operational requirements and the cur- 
rent status of DEW, many key technical is- 
sues remain. DEW research over the next 10 
to 20 years could resolve some issues judged 
crucial today, but could also uncover other, un- 
foreseen, roadblocks. Some of the current is- 
sues of concern (large mirrors, pointing and 
tracking, and lethality measurements) are 
generic to all laser systems, while others are 
specific to particular weapon systems. 

Large Mirrors.—AH laser systems (except 
the x-ray laser) need very large mirrors to fo- 
cus the beam to a small spot at the target.4* 

••Spot size is inversely proportional to mirror diameter. La- 
ser brig'.itness, the primary indicator of weapon lethality, in- 
creased as the square of mirror diame^r. Thvg doublirg the 
mirror size from 2 meters to 4 meters would increase laser bright- 
nees by a factor of 4. 

This is true for both ground-based lasers with 
multiple relay mirrors in space and for space- 
based lasers with the mirror adjacent to the 
laser. In either case, the size of the last mirror 
(closest to the target) and its distance from the 
target determine the size of the laser spot fo- 
cused on that target. To achieve the bright- 
ness levels of 10" to 10" W/n for BMD against 
a fully responsive threat, laser mirrors would 
have to be at least 4 m (assuming mirrors were 
ganged into coherent arrays), and preferably 
10 to 20 m, in diameter. 

The largest monolithic telescope mirrors 
today are about 5 m in diameter (Mt. Palomar), 
and the largest mirror built for space applica- 
tion is the Hubble Space Telescope at 2.4 m. 
The Hubble or Palomar mirror technologies 
would not simply be scaled up for SDI applica- 
tions. The current trend both in astronomy and 
in military applications is to divide large mir- 
rors into smaller segments. Electro-mechan- 
ical actuators within the mirror segments ad- 
just their optical sui faces so that they behave 
as a Ringle large mirror. 

Even for these segments, direct scaling of 
old miiTor manufacturing techniques using 
large blocks of glass for the substrate is not 
appropriate: these mirrors must weigh very lit- 
tle. They must be polished to their prescribed 
surface figure within a small fraction of the 
wavelengths they are designed to reflect. 
Brightness and precision make opposite de- 
mands: usually, a thick and relatively heavy 
substrate is necessary tc keep good surface fig- 
ure. SDIO has developed new technologies to 
reduce substrate weight substantially. 

Two segments of a 3-segment, 3-m mirror 
(HALO) have been built. The 7-segment, 4-m 
mirror (LAMP) is now assembled and currently 
being tested. One segment of a 10-m mirror 
is to be built by 1991, but there are no current 
plans to assemble a complete 10-m mirror. Re- 
cently, the SDIO has begun tests of the light- 
weight LAMP mirror, designed for space- 
based lasers. 

Durable, high-reflectivity mirror coatings are 
essential to prevent high laser pow.br from 
damaging the mirrors. The largest mirror that 
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has been coated with a multi-layer dielectric 
coating to withstand high energy-density 
levels is 1.8 m in diameter. Multi-layer dielec- 
tric coatings are generally optimized to pro- 
duce maximum reflectivity at the operating 
wavelength. Their reflectivity at other wave- 
lengths is low (and transmission is high), mean- 
ing that off-wavelength radiation from another 
(enemy) laser could penetrate and damage 
them.4* These coatings may also be suscepti- 
ble to high-energy particle damage in space, 
either natural or man-made. 

Finally, the optical industry must develop 
manufacturing techniques, infrastructure, and 
equipment to supply the hundreds of large mir- 
rors for BMD DEW deployment. The SDI re- 
search program has targeted mirror fabrica- 
tion as a key issue, and progress has been good 
in the last few years. Techniques have been 
developed to fabricate light-weight, segmented 
mirrors with hollow-cored substrates and ac- 
tuators to move each segment to correct for 
surface figure errors. 

These active mirrors could correct both for 
large-scale manufacturing errors and for opera- 
tion J changes such as distortions due to ther- 
mal warping. They couid even correct for broad 
phase errors in the laser beam. The price would 
be added complexity. A complex electro-mechau- 
ical-optical servo system wou Id replace a sim- 
pler static mirror. And, to make the necessary 
corrections, another complex wave-front detec- 
tion system would measure the phase distor- 
tions of the laser beam in real time. 

With reliable active mirrors, it might be pos- 
sible to coherently combine the output energy 
from two or more lasers. The brightness of "N" 
lasers could theoretically be increased to "N*" 
times that of a single laser with this coherent 
addition. (See section below on chemical lasers 
for more details.) 

"Dielectric coatings are nominally transmissive off the main 
wavelength band, but there are always defects and absorbing 
centers that «hwnrh «wrgy p»—'"g tJiwigh «rfto* r.n«ing ^.r^. 
age and blow-off. At best the transmitted energy would be de- 
posited in the substrate, which would then have to be designed 
to hand*» the high power density of offensiv« laser*. 

Pointing, Tracking and Retargeting Issues. 
—A DEW beam must rapidly switch from one 
target to the next during a battle. Assuming 
that each DEW battle-station within range of 
Soviet ICBMs would have to engage 2 ICBMs 
per second,4' then the beam would have to slew 
between targets in 0.3 s to allow 0.2 s of ac- 
tual laser dwell time. In addition, the mirror 
would have to move constantly to keep the 
beam on the target: the target would move 1.4 
km during 0.2 s exposure, and the beam would 
have to stay within a 20- to 30-cm diameter 
spot on the moving target. 

Large 10- to 30-meter mirrors could move 
continuously to track the general motion of a 
threat cloud, but jumping several degrees to 
aim at a new target in 0.3 s would be rather 
difficult.4' One solution would be to steer a 
smaller, lighter-weight secondary mirror in the 
optics train, leaving the big primary mirror sta- 
tionary. This approach would yield only limited 
motion, since the beam would eventually walk 
off the primary mirror; in addition, the smaller 
secondary mirror would be exposed to a higher 
laser intensity, making thermal damage more 
difficult to avoid. 

Alternatively, small-angle adjustments 
could be made with the individual mirror seg- 
ments that would constitute the primary mir- 
rors. These mirror segments would probably 
have mechanical actuators to correct for gross 
beam distortions and thermal gradient-induced 
mirror warpage. Again, moving individual mir- 
ror segments would produce only limited an- 
gular motion of the total beam.4* 

"Of «laser battle-station fleet of 120, perhaps lOto 12 would 
be within range of the Mnssile fields. Assuming that average 
Soviet booster burn ÜBKJ were in the range of 130 seconds by 
the time a DEW system could br deployed, and allowing 30 
seconds for cloud break and initial track determination, then 
each DEW platform in the battle space would have to engage 
an average of about 130 ICBMs in 100 seconds. This required 
targeting rate of about 1.3 per second could be increased by 
factors of 2 to 6 or more if the Soviet Union decided to deploy 
more ICBMs, and if they concentrated those extra ICBM; et 
one or a few sites. For this discussion, a figure of 2 per second 
is taken. 

"Slewing requirement» can nn minimi,«! Ky nthg «ppropri- 
ate algorithms. 

"Alternate concepts are being investigated to allow retarget- 
ing at large angles with steerable secondary mirrors. 
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The mirror servo system would have to ac- 
complish these rapid steering motions with- 
out introducing excessive vibration or jitter 
to the beam. To appreciate the magnitude of 
the steering problem, comider that a vibration 
that displaced one edge of a 10-m mirror by 
1 micrometer (1 /im—40 millionths of an inch 
or twice the wavelength of visible light) would 
cause the laser to move one full spot diameter 
on the target." This small vibration would cut 
the effective laser brightness in half. Allowa- 
ble jitter is therefore in the 20 nanoradian, or 
one part in 50 million, range. Since any servo 
system would undoubtedly exceed these jit- 
ter limits immediately after switching to a new 
target, there would be a resettling time before 
effective target heating could begin. This 
resettling time would further decrease the al- 
lowable beam steering time, say from 0.3 s to 
0.2 or 0.1 8. 

Noii-inertial methods of steering laser beams 
are under investigation. For example, a beam 
of light passing through a liquid bath which 
contains a periodic acoustical wave is dif- 
fracted at an angle determined by the acousti- 
cal frequency. By electronically changing the 
acoustical frequency in the fluid, the laser beam 
could be scanned in one direction without any 
moving parts. Two such acousto-optic modu- 
lators in series could produce a full two- 
dimensioral scanning capability. 

Alternatively, the laser beam could be 
reflected off an optical grating that diffracted 
it at an angle that depended on its wavelength. 
If the laser wavelength could be changed with 
time, then the beam could be scanaed in one 
direction. Most of these non-inertial scanning 
techniques could not operate at weapons level 
laser power without damage. Others place con- 
straints on the laser, such as limiting tuna- 
bility. 

Approximate beam steering and retargeting; 
levels are summarized in table 5-5. These pa- 
rameters would vary with specific weapons de- 
sign, system architecture, and assumed 
threats. In general, demands on beam steer- 

"This assumes a 20-cm spot diamefr on a target 1.000 km 
away, or an angular motion of 200 nanoradians. 
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Table 5-5.—Postlblt Beam Steering and Retargeting 
Requirements lor Boost-Phase Engagement 

Retargeting rate    2 targets/second 
Retarget time 0.1 to 0.2 seconds 
Jitter resettling lime 0.1 to 0.2 seconds 
Average laser dwell time  0.2 seconds 
Laser angular beamwldtlr     120 nanoradians 
Allowable beam jitter      2Q nanoradians 
•The <Jlfff»ctlonHmlt»d bum «prud for • 1 ,m I«MT «tlh a 10 m clcmtt« mir. 
for tt 120 nr 

SOURCE CMfic» ol Technology Autitnwit. 1088 

ing speed and precision would increase if the 
DEW range were extended (by deploying fewer 
than the 120 battle stations assumed here, for 
example), or if the Soviets increased the offen- 
sive threat above 1,400 ICBMs with average 
burn time of 130 s assumed above. 

Beam steering and retargeting needs for 
post-boost and midcourse battle phases could 
be more stressing if boost-phase leakage were 
high and discrimination were not reasonably 
effective. In. general there would be more time 
for midcourse kills, and more DEW platforms 
would engage targets, but the hard-shelled 
RVs would withstand much more laser irradi- 
ation and hence impose longer dwell times. 
Lasers do not appear likely candidates for mid- 
course interception of RVs. 

A neutral particle beam weapon (NPB) would 
not have to dwell longer on RVs than on boost- 
ers or PBVs, since energetic particles would 
penetrate the RV. Without midcourse discrimi- 
nation, the NPB system might have to kill 
from 50,000 to 1,000,000 objects surviving the 
boost phase, and a weapon platform would 
have to kill an average of 3 to 50 targets per 
second. At the other extreme, with effective 
discrimination, each NPB platform in the bat- 
tle might have to engage only one RV or heavy 
decoy every 20 s." 

Atmospheric Turbulence and Compensation 
for Thermal Blooming.—One current DEW 
candidate is the ground-based free electron la- 

" Assume 6,000 RVs, 6,000 hea«y decoys, and 10 percent leak- 
age from the boost phase defense. If the discrimination system 
reliably eliminated all light decoys and debris, then, with 30 
of the 120 DEW platforms in the midcourse battle, each plat- 
form would engage, on the average, one target every 22.5 
seconds. 
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ser. The beam from this laaer woi: !d be directed 
to a mirror in space that would reflect the beam 
to "fighting mirrors" closer to the targets. The 
laser beam would be distorted in passing 
through the atmosphere, for the same reason 
that stars "twinkle." If not corrected, atmos- 
pheric distortion would scramble the beam, 
making it impossible to focus with sufficient 
intensity to descroy ICBM boosters. 

Techniques have been developed to measure 
this distortion of the optical wave front and 
to modify the phase of low power laser beams 
to nevly cancel the effects of the turbulent 
atmosphere. To correct distortion, the mirror 
is manufactured with a flexible outer skm or 
with separate mirror segments. Mechanical ac- 
tuators behind the mirror surface move it to 
produce phase distortions that complement 
phase errors introduced by the rtmosphere. 
This "rubber mirror" must continuously ad- 
just to cancel the effects of atmospheric tur- 
bulence, which varies with time at frequencies 
up to at least 140 hertz (cycles per second). 

To measure atmospheric distortion, a test 
beam of light must be transmitted through the 
same patch of atmosphere as the high power 
laser beam. For the BMD application, this test 
beam would be projected from a point near the 
relay mirror in space, or a reflector near that 
relay mirror would return a test beam from the 
ground to the wave-front sensing system. Sig- 
nal1) derived from the wave-front sensor com- 
puter in response to the test beam would drive 
the mirror actuators to correct the high-power 
laser beam. 

The wave-front sensor must generate a co- 
herent reference beam to compare with the dis- 
torted beam, as in an interferometer. One tech- 
nique, called shearing interferometry, causes 
two slightly displaced versions of the incom- 
ing distorted image to interfere. A computer 
then deduces the character of the distorted 
wave front by interpreting the resulting inter- 
ference fringes, 

Another wave-front sensor system under in- 
vestigation filters part of the incoming refer- 
ence beam to produce a smooth, undistorted 
wave front. This clean wave front can then be 

combined with the distorted wave front, pro- 
ducing interference fringes that more clearly 
represent the atmospheric distortion. Unfor- 
tunately the energy levels in the filtered wave 
front are too low. so an operational system 
might need image intensifies. 

Atmospheric compensation of low power 
beams has been demonstrated in the labora- 
tory and in tests during late 1985 et the Air 
Force Maui Optical Station (AMOS) in Hawaii 
In this test, an argon laser beam was trans- 
mitted through the atmosphere to a sounding 
rocket in flight. A reflector on the sounding 
rocket returned the test signd. Wave-front er- 
rors generated on Maui drove a "rubber mir- 
ror" to compensate for the turbulence experi- 
enced by a second Argon laser beam aimed at 
the rocket. A set of detectors spaced along the 
sounding rocket showed that this laser beam 
was corrected to within a factor of two of the 
diffraction limit. 

Successful atmospheric compensation will 
entail resolution of two key issues: thermal 
blooming and fabrication of large, multi- 
element mirrors. As a high-power laser beam 
heats the air in its path, it will create additional 
turbulence, or "thermal blooming," which will 
distort the beam. At some level, this type of 
distributed distortion cannot be corrected. For 
example, if thermal blooming causes the laser 
beam to diverge at a large distance from the 
last mirror, then the test beam returning from 
the relay satellite would also spread over a 
large area and would not all be collected by 
the wave-front sensor. Under these conditions, 
complete compensation would not be possible. 

Laboratory teits of thermal blooming were 
planned at MIT's Lincoln Labs and field- 
testing was planned for early 1989 using the 
high-power MIRACL laser at the White Sands 
Missile Range. The latter series of tests is on 
hold due to lack of funding. 

The mirror for a BMD FEL would need 1,000 
to 10,000 actuators for effective atmospheric 
compensation." Experiments to date have 
used cooled mirrors with a relatively small 

»American Physical Society, op. d*„ footnote 1. p. 190. 
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number of elements, and Itek is currently 
building a large uncooled mirror with many 
more. 

Nonlinear optical techniques may offer an 
alternative to the active-mirror correction of 
atmospheric turbulence. Laboratory experi- 
ments at low power have already demonstrated 
ber.m cleanup by stimulated Brillouin scatter- 
ing, for example. In this technique, a beam of 
light with a wave front distorted by the atmos- 
phere enters a gas cell. The beam passes par- 
tially through this gas and is reflected back 
with complementary phase distortion. This 
complementary or "conjugate" phase exactly 
cancels the phase distortions introduced by the 
atmosphere. The key is to amplify the phase 
conjugate beam without introducing addi- 
tional phase errors. If perfected, this approach 
would eliminate moving mirror elements. 

Target Lethality.—One term in the DEW ef- 
fectiveness equation is the susceptibility of cur- 
rent and future targets to laser and neutral par- 
ticle beams. Current U.S. missile bodies have 
been subjected to HF laser beams in ground- 
based tests, and various materials are being 
tested for durability under exposure to high- 
power laser light." Laser damage varies with 
spot size, wavelength, pulse length, polariza- 
tion, angle of incidence, and a large range of 
target surface parameters, making lethality 
test programs complex.*4 FEL beams with a 
series of very short but intense pulses may pro- 
duce an entirely different effect than continu- 
ous HF chemical laser beams. 

Measuring the lethality of low-power neu- 
tra* particle beam weapons intended to disrupt 
electronics could be more complicated. Dam- 
age thresholds would depend on the electronics 
package construction. However, current plans 
call for particle beam energy density which 
would destroy virtually any electronic sys- 

"In one highly publicised test at the White Sands Missile 
Range, a strapped-down Titan missile casing, pressurized with 
nitrogen U. 60 pounds per square inch pressure to simulate flight 
wn^^?s; bIew 'P""* after «Po™« to the megawatt-class 
MIRACL laser. 

"Computer models have been developed to help predict tar- 
get lethality, and these models will be refined and correlated 
with ongoing lethality measurements. 
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tern.1* The kill assessment issue for NPB weap- 
ons would then become one of hit assessment: 
the system would have to verify that the par- 
ticle beam hit the target. 

FBL.—The two types of FEL systems (in- 
duction linac and RF linac) face different sets 
of key issues (table 5-6). The induction linac 
FEL has the potential of very high power, but 
all of the laser gain must occur on one pass 
through the amplifier as currently designed. 
(Almost all other lasers achieve their amplifi- 
cation by passing the beam back and forth be- 
tween two mirrors, adding up incremental 
energy on each pass.) 

To achieve BMD-relevant power levels on 
one pass, the FEL beam diameter must be very 
small, on the order of a millimeter (mm). Fur- 
thermore, the beam must be amplified over a 
very long path, on the order of 100 m. But a 
millimeter-diameter beam would naturally ex- 
pand by diffraction over this long path length,** 
so the induction linac must utilize the electron 
beam to guide and constrain the light beam 
while it is in the wiggler magnet amplifier, 
much like a fiber optic cable. This optical guid- 
ing by an electron beam has beer demon- 

"That is, the NPB woulu be designed to deliver SO J/gm at 
the target, whereas 10 J/gm destroys most electronics (see Amer- 
ican Physical Society, op. cit., footnote 1, p. 306. This would 
assure electronics kill unless massive shielding were placed 
•round key components. 

"A 1-mm beam of unconstrained 1-mm light would «w^< 
to 120 mm after traveling 100 m. * 

Table 5-6.—Key Issues for Free Election Users (FEL) 

For induction linear accelerator driven FELa: 
—Electron beam guiding of the optical beam 
—Generation of stable, high current, low-emittance 

•-beams 
—Scaling to short wavelengths near 1 «m 
—Raman scattering losses In the atmosphere 

For radio frequency accelerator-driven FELa: 
—Scaling to 100 MW power levels 
—Efficiency 
—Mirror damage due to high intercavity power 
—Cavity alignment 

For any FEL: 
—Long cavity or wiggler path lengths 
—Sideband instabilities (harmonic generation) 
—Synchrotron/betatron Instabllltes (lower efficiency) 

SOURCE: Offlc* of Technology AMMMIMKITÜSI 
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strated, but not under weapon-like FEL con- 
ditions. 

Two other disadvantages derive from this 
narrow, intense beam of light produced by the 
induction linac FEL. First, the beam is so in- 
tense that it would damage any realizable mir- 
ror surface. The current plan is to allow the 
beam to expand by diffraction after leaving 
the FEL, traveling up to several km in an 
evacuated tunnel before striking the director 
mirror which would send the beam to the re- 
lay mirror in space. 

A second disadvantage of such intense 
pulses of light is that they would react with 
the nitrogen in the atmosphere by a process 
called "stimulated Raman scattering." Above 
a threshold power density, the light would be 
converted to a different frequency which 
spreads out of the beam, missing the intended 
target.17 Again, this effect could be ameliorated 
by enclosing the beam in an evacuated tube, 
allowing it to expand until the power density 
were low enough for transmission through the 
atmosphere to the space relay. On the return 
path to the target, however, the beam would 
have to be focused down to damage the target. 

The experimental induction linac at Liver- 
more currently uses a (conventional, non-FEL) 
laser-initiated channel to guide the electron 
beam before it is accelerated. This beam has 
drifted several millimeters laterally during the 
FEL pulse in initial experiments, severely 
limiting FEL lasing performance because the 
electron beam does not remain collinear with 
the FEL laser beam. 

The RF linac FEL, as currently configured, 
has shorter pulse lengths (20 picoseconds v. 
15 nanoseconds for the induction linac FEL) 
but much higher pulse repetition rates (125 
MHz v. 0.5 MHz"), giving it higher duty cy- 

"Tbe Raman threshold for stimulated gain in nitrogen gas 
at one pm light is about 1.8 MW/cm'. Above this power den- 
sity, the atmosphere becomes a single-pass nitrogen laser much 
of the beam energy is converted to different (Stokes and anti- 
Stokes) wavelengths which diverge and cannot be focused on 
the target. 

The induction linac at Livermore could be operated up to 
1 kHz for up to 10 pulses. An operational linac FEL would have 
a repetition rate as high as tens of kilohertz. 

cle and lower peak intensity for a given out- 
put average power level. It is uncertain 
whether the RF linac can be scaled up to pro- 
duce power levels which seem probable for the 
induction linac. By adding a set of power am- 
plifiers in series, it might be possible to reach 
the power needed for a lethal laser weapon with 
an RF linac FEL. 

The RF linac generates very high power 
levels inside the optical cavity. Mirror dam- 
age is therefore an issue, as is the problem of 
extracting energy out of the cavity at these 
high power levels. Cavity alignment is ;dso crit- 
ical: the mirrors must be automatically aligned 
to maintain path-lengths within micrometers 
over many tens of meters during high-power 
operation. 

The RF linac currently has low efficiency. 
In 1986, Los Alamos National Laboratory and 
a TRW-Stanford team demonstrated en energy 
recovery technique whereby much of the un- 
used energy in an electron beam was recovered 
after the beam passed through a wiggler-ampli- 
fier. In principle, this energy could be coupled 
back to the RF generator to improve efficiency 
in an operational system. At the higher opti- 
cal energy levels envisaged for the amplifiers, 
the RF linac amplifier should achieve 20 per- 
cent to 25 percent conversion efficiency, mak- 
ing energy recovery less advantageous. 

An FEL would tend to be fragile. Accelera- 
tors are notorious for demanding careful align- 
ment and control, taking hours of manual 
alignment before operation. Major engineer- 
ing developments in automatic sensing and 
control would be necessary before an FEL 
could become an operational weapon. Los 
Alamos is working to automate its ATS par- 
ticle beam accelerator; FEL systems would 
have to incorporate similar automation, with 
the added complexity of optical, as well as ac- 
celerator, alignment. 

An FEL may suffer from electron beam (e- 
beam) instabilities. For example, unwanted lon- 
gitudinal e-beam excursions could create "side- 
band instabilities," in which part of the optical 
energy would be diverted to sideband frequen- 
cies. Laser light at these extraneous frequen- 
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i des could damage optical components de- 
signed to handle high power only at the main 
lasing frequency. Such sideband frequencies 
have been observed in FEL experiments. Lat- 
eral motion of the e-beam, called "synchro- 
tron/betatron instabilities" could reduce FEL 
efficiency, although calculations indicate that 
this should not be a problem. 

Chemical Laser Issues.— The chemical HF 
laser has some disadvantages relative to the 
FEL. Its longer wavelength (2.8-pm range) 
would demand larger mirrors to focus the beam 
on target. In general, targets would reflect a 
higher percentage of IR light than visible or, 
particularly, UV light. Hence, for a given mir- 
ror size, an HF laser would have to generate 
7 to 10 times more power than an FEL laser 
operating at one pm, or 80 to 200 times more 
power than a UV laser, to produce the same 
power density at the target. 

Chemical laser experts do not believe that 
an individual HF laser could be built at rea- 
sonable cost to reach the 10*' to 10" W/sr 
brightness levels needed for BMD against a 
responsive threat, since the optical gain vol- 
ume is limited in one dimension by gas flow 
kinetics, and by optical homogeneity in the 
other directions. However, by combining the 
outputs from many HF lasers, it might be pos- 
sible to produce BMD-capable HF arrays (ta- 
ble 5-7). 

These beams must be added coherently: the 
output from each laser n .ust have the same fre- 

Tsble 5-7.—K*v Issue« for MM HF Ctwmlcal User 

Coherent i*»T: combination: {many HF laser beams would 
have to bo combined to achieve necessary power levels) 
Required beam brightness 

again&t a responsive threat ... 
Reasonable HF Laser brightness 

fe* f. single ia-ge unit (10 MW 
p<    *r and 10-m mirror)  

Coherent Array ct seven 10 
MW/10-m HF lasers  

several x 10" W/sr* 

8.6 x 10" 

4.2x10" 
•The American Phy»le«i Society, Sc/anc» md Ttchnology ol Urocfd-Ernrgy 

Weapons. Rtport of Iht American Physic* Soclery StuOy Group. April 1967. 
p. 55. eatlmated herdnea» for • responsive thrral to be wall In «cm of 10 
kjicm'. Given • -»not of 2.000 km and ■ dwell lima of 0.2 », the denoted bright- 
ness la appropriate. 

SOURCE: Offlea o' Tardnetogy Assessment. IMS. 

quency and the same phase.** Controlling the 
phase of a laser beam is conceptually easy, but 
difficult in practice—particularly at high power 
and over very large apertures. Since an uncon- 
trolled HF laser generates several different fre- 
quencies in the 2.6 to 2.9 pm band, the laser 
array would have to operate on one spectral 
line, or one consistent group of lines. 

Three coherent coupling techniques have 
been demonstrated in the laboratory: 

1. Coupled Resonators—the optical cavities 
of several lasers are optically coupled, so 
they all oscillate in phase; 

2. Injection Locked Oscillators—one low 
power oscillator output light beam is in- 
jected into the optical cavity of each laser, 

3. Master Oscillator/Power Amplifier (MOPA) 
—each laser is a single-pass power amp- 
lifier fed by the same master oscillator in 
parallel. 

In one experiment, 6 CO, lasers were joined 
in the coupled resonator mode. With incoher- 
ent addition, the output would have been 6 
times brighter than that of a single laser; with 
perfect coupling, the output would have been 
36 times brighter. The experiment actually 
produced 23.4 times greater brightness. Ex- 
periments are under way to couple two 1-kW, 
HF/DF lasers (with the coupled resonator ap- 
proach) and to demonstrate MOPA operation 
of two HF laser amplifiers.*0 

Neutral Particle Beam.—Although acceler- 
ator technology is well established for ground- 
based physics experiments, much research, de- 
velopment, and testing are prerequisite to a 
judgment of the efficacy of a space-based par- 
ticle beam weapon system. Key issues are pre- 
sented in table 5-8. 

"If added coherently, the beam brightness of "N" lasers would 
be "N1" times the brightness of one laser. If the "N" lasers 
wert not coherent, then the brightness of the combination would 
be the suaa or "N" times the brightness of one laser. 

"Actually, the MOPA experiment will utilize one amplifier 
with three separate optical cavities: one for the master oscilla- 
tor and two for the amplifiers. (Source: SDI Laser Technology 
Office, Air Force Weapons Laboratory, unclassified briefing to 
OTA on Oct. 7. 1986.) 

/ 
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Photo Crtdit: US Otortmtnt o< Othn—, 
Slrtttgir Dtfma» i/M»clw OrgmlnHon 

Artists conception of a phased array o» laser,-Since 
it may be impractical to build a single rr jdule space- 
based chemical laser of a size useful for ballistic 
missile del ?.nse, scientists and engineers are exploring 
the possibility of using several smaller laser modules 
th-»t would be phase-locked to provide a single 
coherent beam. This technique could increase the at 

tainable power density on a target by a factor 
of N' (instead of N for incoherent addition), 

where N is the number of modules. 

Table 5-8.—Neutral Partlcie Beam Issues 

• Wajor issues: . 
-Beam divergence: 50 times improvement required 
—Weight reduction (50 to 100 tonnes projected) 
—Kill assessment (or hit assessment) 

• Other issues: 
— Beam sensing and pointing 
—Duty factor: 100 times improvement required 
—Ion beam neutralization (50% efficient) 
- Space charge accumulation 
—ASAT potential .— 

SOURCE Olfict o< Ttehnolog» AtMWwnl. 19M 

The NriJ ATS now at Los Alamos gener- 
ates tiu.« necessary current (100 mA) for a NPB 
weapon, h.'t at 20 to 40 times lower voltage, 
about 100 times lower duty cycle, and with 
about 50 times more beam divergence than 

would be needed for a space-based weapon. A 
continuous ion source with the necessary cur- 
rent levels has been operated at the Culham 
Laboratory in the United Kingdom with 30-8 
pulses, but not as yet coupled to an accelerator. 

Researchers have planned a series of ground- 
based and space-based experiments to develop 
beams meeting NPB weapons specifications. 
It is possible that these experiments would en- 
counter unkrown phenomena such as beam in- 
stabilities or unexpected sources of increased 
beam divergence, but there are no known phys- 
ics limitations that would preclude weapons 
applications. 

High energy density at the accelerator would 
not be sufficient for a weapon. The beam would 
have to be parallel (or well-collimated, or have 
"low emittance" in accelerator parlance), to 
minimize beam spreading and ma-c:mize en- 
ergy transmitted to the target. In general, 
higher energy beams have lower emittance, but 
some of the techniques used to increase beam 
current might increase emittance, possibly to 
the point where increased current would de- 
crease energy coupled to the distant target. 
With high emittance, the NPB would be a 
short-range weapon, and more NPB weapons 
would be necessary to cover the battle space. 

The divergence of existing, centimeter-diam- 
eter particle beams is on the order of tens of 
microradians; this divergence would have to 
be reduced by expanding the particle beam di- 
ameter up to the meter range." This large beam 
would have to be steered toward the target 
with meter-size magnets. Full-scale magnetic 
optics have not been built or tested. However, 
one-third scale optics have been built by Los 
Alamos National Laboratory and successfully 
tested at Argonne National Laboratory on a 
50 MeV beam line. 

The weight of the NPB system would have 
to be reduced substantially for space-based 
operation. The RF power supply alone for * 

"In theory, beam divergence decreases as the beam size is 
increased. In practice, the magnets needed to increase the beam 
diameter might add irregularities in transverse ion motion, which 
could contribute to increased beam divergence; not all of the 
theoretical gain in beam divergence would be achieved. 
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weapon-class NPB would weigh 160.000 kg 
< 160 Umnes) if based on exist ing R F radar tech- 
nology." Using »olid state transistors and re- 
ducing the weight of other components might 
reduce RF weight about 22 tonnt*." One study 
concluded that a total NPB platform weight 
of 100 tonnea is "probably achievable."»4 Los 
Alamos scientists have estimated that the 
NTB platform weight for an "entry level." 100- 
MeV. NPB system could be 50 tonnes. Some- 
day, if high temperature, high-current super- 
conductor i became available, NPB weights 
might be reduced substantially. 

Thormal management on a NPB satellite 
would be challenging. A NPB weapon might 
produce 40 M W of waste heat." One proposal 
is to use liquid hydrogen to dispose of this heat. 
About 4-.. tonnes of hydrogen could cool the 
NPB for 600 s." The expulsion of hydrogen 
gap woulJ have to be controlled, since even a 
minute quantity of gas diffused in front of the 
weapon could ionize the beam, which would 
then be diverted by Üie Earth's magnetic field. 
Since the hydrogen gas would presumably 
have to be exhausted out opposing sides of the 
spacecraft to avoid net thrust, it might be dif- 
ficult to keep minute quantities of gas out of 
the beam. 

A state-of-the-art ion accelerator (the 
Ramped Gradient Drift Tube IJnac) can raise 
beam energy about 4 MeV per meter of acceler- 

"Tba vannmvtuba (kJyatrwu RF powar auppfy for tha PA VE 
PA» S radar ayatam waurha approibnatalv 2 g'W of powar A 
Nl H waapou would mill an avara«a powar of 20 MW I2ll0* 
»atUKaaaumiiur200M»VI>»«maatacurramoi0 I A Aaaum- 
in« an marall »ffictanry of 2i pmnl (M) parrant arraW.tor 
ttWwncy and Ml parr*~it baam nautr»!uaUon afficirncy) Uta 
powar aupply would bav» u, gaoarata 80 MW avaraf» powar, 
rtd would wat«n 160 lmtnaa 

Th» aaaumaa that ilia RF powar U «maraud wit« I kW. 
eommarriaJ qi alitr powar tranaiatara IS0.0O0 tranatatnr» would 
b»raquimi for Ik* hypothatiral KMW aupplvl Tkaaa traiuia- 
«or» ran only b» oywratad at I parcarrt duty factor Naw coolina; 
tarannlncy would hava to ba davaioprd to oparaU at tba 100 
parranldutyfarlorraqutradfaraNPRwaapon (SaaAmarkan 
Phywal Soriaty. op r>l footnote l.pp I49and 361|Tha~v^- 
aD affnancy of tnaaa powar auppkaa would b» 40 parcant. 

"Ibid   p   IS2 
"A»«imiiur a 200 mA 100 MrV beam. 50 parent nrutrali 

ration rffictror». and W pr.wil pnwar «..iv-f «turn Wfioenry 
"Aaaumum haat of vaporuaUm onjy MSO J gt, and no tarn- 

paratur» nat in Uta hydrogaa If tba gaa tamparatura ware al 
lowad tu na* by 100 K. (ban Uta hydro»« rnaaa could ba ra- 
ducad to about 14 r  

■tor length. At this gradient rate, a 200-MeV 
beam would have to be over 60 m long. This 
accelerator could be folded, but extra bending 
magnets would increase weight and could re- 
duce beam quality. The gradient couL be in- 
creased, but if the ion beam energy were in- 
creased in a shorter length, then there would 
be more heating in the accelerator walls. This 
implies another system trade-off: reduck-g 
lengt h in an attempt to cut weight might even- 
tually reduce efficiency, which would dictate 
heavier RF power elements and more coolant. 
Again, future superconductors might amelio- 
rate this problem. 

The beam would have to be steered to inU * 
cept the target. A NPB would have two ad- 
vantages over laser beams: the convenience of 
electronic Peering and a lesser need for steer- 
ing accuracy. Magnetic coils could steer nega- 
tively charged hydrogen ions before the extra 
electrons were stripped off. However, the an- 
gular motion of electronic steering would be 
limited: the entire accelerator would have to 
maneuver mechanically to aim the beam in the 
general direction of the target cluster. Like la- 
ser weapons, a NPB must have an agile opti- 
cal sensor system to track targets. However, 
the divergence of the N PB is larger than most 
laser beams (microradians versus 20 to 60 
nanoradians), so the beam steering need not 
be as precise. 

On the other hand, a hydrogen beam could 
not be observed directly. The particle beam 
direction is detected in the laboratory by plac- 
ing two wires in the beam. The first wire casts 
a shadow on tl.e second wire placed down- 
stream. By measuring the current induced in 
this downstream wire as the upstream wire is 
moved, the beam direction can be estimated 
to something like 6 microradian accuracy. 

New techniques would be needed to sense 
the beam direction automatically with suffi- 
cient accuracy. One approach utilizes the fact 
that about 7 percent of the hydrogen atoms 
passing through a beam neutralization foil 
emerge in a "metastable" excited state: the 
electrons of these atoms acquire and maintain 
extra energy. Passing a laser through the beam 
can make these excited atoms emit light. The 
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magnitude of this fluorescence depends on the 
angle between the particle beam und the laser 
beam. Thus the NPB directioi. can be deduced 
a;.d the beam boresighted to an appropriate 
optical tracking system. Laboratory tests have 
demonstrated 2b6 microradian accuracy, com- 
pared to the 1-microradian accuracy neces- 
sary.'' More recent tests at Argonne at 60 MeV 
ha%-e yielded better result». 

The current technique to neutralize the 
hydrogen ions is to pass them through a th;n 
foil or a gas cell. This process strips off. at 
most. 50 pe-cent of the electrons, cutting the 
efficiency of the system in half and thus in- 
creasing its weight. A gas cell is not practical 
for space applications. A stripping foil must 
be extraordinarily thin (about .03 to .1 »m, or 
ten times less than the wavelength of visible 
light). In the proposed NPB weapon.athin foil 
1 m in diameter would have to cover the out- 
p it beam. Clearly such a foil could not be self- 
supporting, but Los Alamos scientists have 
tested foils up to 25 cm in diameter that are 
supported on a fine wire grid. This grid ob- 
scures about 10 percent of the beam, but has 
survived initial tests in beams with average 
power close *o operational levels. 

Another beam neutralization concept is to 
urc a powerful laser to remove the electron»—a 
technique that some assert may yield 90 per- 
cent efficiency. However, the laser stripping 
process would call for a 25 M W Nd:YAG laser 
(near weapon-level power itself), end it would 
eliminate the excited state hydrogen atoms 
needed for the laser beam sensing technique." 

Charged hydrogen ions that escaped neu- 
tralization might play havoc with an NPB sat- 
ellite. The accumulation of charge might se- 
verely degrade weapon system performance in 
unforeseen ways, although NPB scientists are 
confident that this would not be an issue." The 
Bvar» Experiment Aboard Rocket (BEAR) ex- 
periment with an ion source and the planned 

Integrated Space Experiment (ISE) should an- 
swer any remaining doubts about space-chvge 
accumulation. 

Arcing or electrical breakdown that could 
short out highly charged components may also 
be a problem in spa?'*' ftust or metal particles 
generated in ground- b a «»«I accelerators fall 
harmlessly to the ground. In space, floating 
particles could cause arcing by forming a con- 
ducting path between charged components. 

Existing accelerators demand many hours 
of careful manual alignment before an experi- 
ment. Neutral particle beam weapons would 
have to operate automatically in space. Cur- 
rent plans call for the ATS accelerator at Los 
Alamos to be automated aoon. 

Kill assessment might bo difficult for weak 
particle beam weapons. Damage deep inside 
the target might completely negate its func- 
tion with no visible sign. The choices would 
be either to forgo kill confirmation or to in- 
crease NPB energy levels until observable 
damage were caused, possibly the triggering 
of the high-energy explosive on the RV. The 
current plan is to forgo kill confirmation per 
se. but to increase the NPB power level to as- 
sure electronic destruction. Sensors would de- 
termine that the particle beam had hit each 
target. Experiments are planned to assess 
whether UV light emissions would indicate 
that a particle beam had struck the suvface of 
a target 

The planned (and now indefinitely post- 
poned) ISE illustrates a point made in chap- 
ter 11 of this report: many BMD weapons 
would have ASAT capabilities long before they 
could destroy ballistic missiles or RVB. The 
ISE accelerator, if successful, would have 
ASAT lethality at close range, although for 
a limited duty cycle. Beam divergence might 
limit range, but it could probably destroy the 
electronics in existing satellites within 500 to 
1,000 km." Even though not aiming a beam 

•'S« Aiwrirtn Physical Society, op civ. footnote 1. p. 172 
**s«» AmrTKMi Phyokal Sonety. op c it. foot not» I. p. MM. 
**>>nr rnjucrsUd lh»t the neutralizing (oil be thick« K> that 

two electrons are «tripped from some hydro««« ion», (onring 
positive hydro««« ions (protons) to help neutralus the thr.ji 
Hi »he vicinity of the spacecraft. 

"This experiment could have nearly BMD-level lethality, pos- 
sibly rsisinjt issue« with respect to the ABM Treaty. However, 
it would not have the Decenary beam sensinc sad pointing or 
UM computer software and hardware for a BMD weapon; SDIO 
considers the experiment to be treaty compliant. 
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at other than a target satellite, this experiment 
conceivably might disrupt nearby satellite elec- 
tronics. Although this may not be serious (cal- 
culations indicate that it should not), there is 
enough uncertainty to causv ISE planners to 
ask whether they should wait until the Space 
Shuttle had landed before turning on the ISE, 

X-ray Laser.—The nuclear bomb-driven x- 
ray laser is the least mature DEW technology. 

To date this program has consisted of theo- 
retical and d'Wgn work at Livermore National 
Laboratory and several feasibility demonstra- 
tion experiments at the underground Nevada 
nuclear weapons test site. Actual x-ray gener- 
ation technology may or may not reach suit- 
able levels in the years ahead; currently the 
methods to convert this technology into a via- 
ble weapons system remain pap-r concepts. 

POWER AND POWER CONDITIONING 
The average electrical power consumed by The following sections outline satellite power 

some proposed BMD spacecraft during bat- demands and the technologies that might 
tie mi^ht be factors up to 100,000 over cur- satisfy them. W.hile space systems would call 
rent satellite power levels. Most existing sat- for the primary advances, ground-based FELs 
ellites are powered by lar ge solar arrays that would also depend on advances in pulsed-power 
would be vulnerable to defense suppression nt - supply twhnolopy. Some of the technology de- 
tack. To provide sufficient survivable power veloped i.»i ,JMK e !><>.• m neutral particle beam 
for space applications, most BMD satellites 3ystems, such as HV power sources, might be 
wouH require either nuclear reactors, rocket applicable to FELs. 
engines coupled to electrical generators, or ad- 
vanced fuel cells. 

In addition to high average power, some Pro- SpaCe PoWer *«P*—"*» 
posed weapon satellites would demand high Estimates of power needs of space-based 
peak power: energy from the prime source ei- BMD systems we summarized in table 5-9. 
ther a nuclear reactor or a rocket-driven turi>o- Since most of these systems have not been de- 
alternator, would have to be stored and com- signed, these estimates could change signifi- 
pressed into a train of very high current pulses. cantly: the table only indicates a possible range 
For example, a railgun might expend 500 MJ of power levels. Power is estimated for three 
of energy in a 5-millisecond (ms) pulse, or 100 modes of operation: base level for general sat- 
GW of peak power. This is about 1,000 times ellite housekeeping and continuous surveil- 
more than current pulse power supplies can lance operations lasting many years; alert-level 
deliver. in response to a crisis, possibly leading to war; 

Table 5-9.—Estimated Power Requirements for Space Assets 
(average power In kilowatt«) 

.   Mode of operation Base Alert Burst (battle) 
BSTS           4-10 .M0                               4-10 
SSTS(IR)           5-15 5i5                           15-50 

Ladar         15.20 15.20                           50-100 
Ladar Imager         15-20 15-20                          100-500 
Laser illumination           5-10 5-10                           50-100 
Doppler ladar         15-20 15-20                         300-600 

SBI carrier           230 4-50                           10-100 
Chemical laser ..           50-100 100-150                        100-200 
Fighting mirror          10-50 10-50                             20-100 
NPF/SBFEL         20-120 1,000-10,000              100,000-500,000 
EML (railgun)         20-120 1,000-10,000 200,000-5,000,000 
SOURCE: Spac* Oafanu InltlMhn Orgmlntion. 1968. 

/ 
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and burst-mode for actual battle, which may 
last hundreds of seconds. 

In addition to average-power and surviva- 
bib'ty perquisites, a space-based power system 
would have to be designed to avoid deleteri- 
ous effects of: 

• thrust from power-generating rockets up- 
setting aiming, 

• torque due to rotating components, 
• rocket effluent disrupting optics and beam 

propagation, 
• vibration on sensors and beam steering, 
• thermal gradients, and 
• radiation from nuclear reactors. 

Power systems would also have to operate 
reliably for long periods unattended in space. 

Space Power Generation Technology 

There are three generic sources of electrical 
power in space: solar energy, chemical energy, 
and nuclear energy. 

Solar Energy 

Solar panels have supplied power for most 
satellites. The sun produces about 1.3 kW of 
power on every square meter of solar array sur- 
face. An array of crystalline silicon cells con- 
verts the sun's energy into direct electrical cur- 
rent through the photovoltaic effect, with an 
efficiency of about 10 percent. Thus a 1-m* 
panel of cells would produce about 130 watts 
of electricity, assuming that the panel were ori- 
ented perpendicular to the sun's rays. A 20- 
kW array, typical for a BMD sensor, would 
then have about 150 m'—roughly, a 12-m by 
12-m array. The Skylab solar array, the largest 
operated to date, produced about 8 kW. NASA 
has built, but not yet flown in space, a 25-kW 
experimental solar array designed to supply 
space station power. 

The major disadvantage of solar arrays is 
that their large size makes them vulnerable to 
attack. Crystalline silicon photovoltaic cells are 
also vulnerable to natural .ind man-made ra- 
diation. One approach to reduce both vulnera- 
bilities to some degree would be to concentrate 
the sun's rays with a focusing optical collec- 
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tor. The collector would still be vulnerable, but 
if the system efficiency could be improved, then 
the area of the collector would be smeller than 
equivalent ordinary solar cell arrays. 

There are two other ways to convert the 
energy from solar collectors into electricity. 
One is to use solar thermal energy to drive a 
conventional thermodynamic heat engine. The 
other is to focus sunlight on more radiation- 
resistant and higher-efficiency photovoltaic 
cells such as gallium arsenide. Depending on 
the temperature of the working fluid in a ther- 
modynamic heat engine cycle, efficiencies of 
20 percent to 30 percent might be achieved. 
Gallium arsenide cells have shown up to 24 per- 
cent efficiency in the laboratory, so 20 percent 
efficiency in space may be reasouable. Thus, 
either technology could cut the required col- 
lector area in half compared to conventional 
solar cells, or 75 m* per 20-kW output. Neither 
approach has been tested in space, but NASA 
is pursuing both for future space applications. 

Nuclear Energy 
Nuclear energy has also been used in space. 

There are two types of nuclyar energy sources: 
radioactive isotope generators that convert 
heat from radioactive decay to electricity, and 
nuclear fission reactors. Both have flown in 
space, but the radioactive isotope generator 
is more common. 

Both radioactive decay and a controlled fis- 
sion reaction produce heat as the intermedi- 
ate energy form. This heat can be converted 
into electricity by static or dynamic means. 
A 6tatic power source produces electricity 
directly from heat without any moving parts, 
using either thermoelectric or thermionic con- 
verters. These converters generate direct cur- 
rent between two terminals as long as heat is 
supplied to the device. The efficiency and to- 
tal practical power levels are low, but for ap- 
plications of less than 500 W, the advantage 
of no moving parts makes a radioisotope ther- 
moelectric generator (RTG) a primary candi- 
date for small spacecraft. 

To produce more than 500 W, a radioisotope 
source could be coupled to a dynamic heat en- 
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gine. One dynamic isotope power system 
(D i"PS) with 2 to 5 kW output has been ground- 
tested. This system weighs 215 kg. However, 
the U.S. production capacity for radioarMve 
isotopes would limit the number of satellites 
that could be powered by DIPS. 

BMD satellites needing more than 5 to 10 
kW of power might carry a more powerful nu- 
clear fission reactor. Static thermoelectric con- 
verters would still convert the heat to electri- 
city. This is the approach proposed for the 
SP-100 space power program, the goal of which 
is to develop elements of a system to provide 
power over the range of 10 to 1,000 kW. The 
Departments of Defense and Energy and 
NASA are producing a reference design incor- 
porating these elements to produce a 100-kW 
test reactor." This is the major focus for the 
next generation of space power systems. 

The SP-100 reactor, as currently designed, 
would use 360 kg of highly enriched uranium 
nitride fuel with liquid lithium cooling operat- 
ing at 1,350 ° K. This heat would be conducted 
to 2C0.000 to 300,000 individual thermoelec- 
tric elements which would produce 100 kW of 
electricity. The overall efficiency of the sys- 
tem would be about 4 percent, which would 
entail the disposal of 2.4 MW of waste heat. 
Large fins heated to 800" K would radiate this 
heat into space. 

The SP-100 program faces uumerous chal- 
lenges. In addition to being the hottest run- 
ning reactor ever built, the SP-100 would be 
the first space system to: 

• use uranium nitride fuel, 
• be cooled by liquid lithium, 
• use strong refractory metals to contain the 

primary coolant, 
• have to start up with its coolant frozen, 
• have two independent control mechanisms 

(for safety), and 
• use electronic semiconductors under such 

intense heat and radiation stress.7' 

' Origina! SDIO plans called for designing a 300 KW system, 
but as of this writing the goal bi>s been reduced to 100 KW. 

"See Eliot Marshall. "DOE's Way-out Reactors." Sdwto», 
231:1359. March 21. 1966. 

Pholo CmOlt: US Dfttrlmtr» of CMwiw 

Artist's concept of a space-based nuclear power 
source.—The painting depicts a 100-kilowatt nuclear 
power source scheduled for demonstration In space 
in the 1990s. It is known as SP-100 and is a joint effort 
of the Defense Advanced Research Projects Agency, 

the Department of Energy, and the National 
Aeronautics and Space Administration. 

The estimated mass of the SP-100 is 3,000 
kg, or a specific mass of 30 kg/kW. Original 
plans called for building a ground-test proto- 
type SP-100 based on the 100-kW design by 
1991, with a flight test several years later. Sub- 
sequently a 300-kW design was considered 
which would have pushed initial hardware 
toward 1993, but current schedules are fluid 
due to uncertain funding. 

To produce power levels in excess of a few 
hundred kW, one would have to take the next 
step in the evolution of space nuclear power 
systems: a nuclear reactor coupled through a 
dynamic heat engine to an electrical genera- 
tor. In principle, large reactors in space could 
generate hundreds of MW, satisfying the most 
stressing BMD average power demands. 

A "multimegawatt," or MMW, project has 
begun to study some of the fundamental is- 
sues raised by large reactors, including daunt- 
ing engineering challenges such as high tem- 
perature waste heat disposal in space, safety 
in launch, operation, and decommissioning. 
These large nuclear systems might have to be 
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operated "open-cycle," requiring much "fuel" 
in the form of cooling gas to dispose of excess 
heat. At this writing the MMW project is in 
the conceptual phase with no well-defined re- 
search program. Multi-megawatt nuclear re- 
actors in space would have to be considered 
a 20-to-30 year project. 

In summary, space nuclear power systems 
would require extensive development to 
achieve reliable space operation at the 100-300 
kW level by the mid-to-late 1990s. Given cur- 
rent engineering and budget uncertainties, de- 
velopment of megawatt-class nuclear power 
systems for space cannot be projected untU 
well into the 21st century. 

Chemical Energy 

Satellites frequently employ chemical energy 
in the form of batteries, fuel cells, and tur- 
bogenerators. Batteries would be too heavy for 
most BMD applications, except possibly for 
pop-up systems with very short engagement 
times. Fuel cells, which derive their power by 
combining, e.g., hydrogen and oxygen, are un- 
der active consideration for driving the acceler- 
ators of NPB weapons. 

For the short bursts of MMW power needed 
by some BMD weapons, an electrical genera- 
tor driven by a rocket engine (e.g., burning liq- 
uid hydrogen and liquid oxygen) might be the 
only available technology in the foreseeable fu- 
ture. The Space Shuttle main engine (SSME) 
develops about 10 GW of flow power, which 
could generate f> f]W of electrical energy if it 
could be CDupled to a turboalternator. Alter- 
natively, rocket exhaust could, in prinriple, be 
converted to electricity by magnetohydro- 
dyn&mics (MHD). 

The engineering challenges of using rocket 
engines to produce electrical power on board 
a BMD satellite are posed not only by the 
generator itself, but by its effects on other com- 
ponents such as sensors, electronics, and weap- 
ons. Two counter-rotating and counter-thrust- 
ing rockets would probably be essential to 
cancel torque and thrust. Even then, sensors 
and weapons-aiming devices would have to be 
isolated from vibration. Similarly, the effluent 
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from the rocket engines must not interfere with 
sensors or weapon beam propagation, and elec- 
trical noise must not interfere with communi- 
cation or data processing electronics. 

It might be necessary to place rocket engines 
and power generators on separate platforms 
hundreds or a few thousands of meters away 
to achieve the necessary isolation, transmit- 
ting power by cable or microwaves. This 
method, however, would raise vulnerability is- 
sues, presenting to the adversary an additional 
target and a vulnerable umbilical cord. 

Power Conditioning 

Power conditioning is matching the electri- 
cal characteristics of a power source with those 
required by the load. A generator might pro- 
duce a continuous flow of electrical current, 
but a load, such as railgun firing, would require 
a series of very high-current pulses. Power con- 
ditioning equipment would convert the contin- 
uous flow into pulses. 

In some cases the projected power condition- 
ing device requirements exceed existing capa- 
bilities by two or three orders of magnitude, 
even for ground-based experiments. In many 
areas, no space-qualified hardware exists at 
any power level. Pulsed power technology de- 
velopment efforts are underway in capacitive 
and inductive energy storage, closing and open- 
ing switches, transformers, RF sources, AC- 
DC converters, and ultra high-voltage tech- 
niques and components. 

Particle accelerators that drive the FEL and 
the NPB use RF power. Railgun requirements 
would present the greatest challenge: very 
short (millisecond) pulses of current several 
times a second. Many electrical components 
would have to be developed to produce the 
proper current pulses for a railgun. 

A homopolar generator combined with an in- 
ductor and opening switch is now the primary 
candidate for the generation of very short 
pulses. A homopolar generator is a rotating 
machine that stores kinetic energy in a rotat- 
ing armature. At the time of railgun firing, 
brushes would fall unto the armature, extract- 
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ing much of its energy in a fraction of a sec- 
ond. This would result in a sudden jerk in the 
torque of the generator, which would disturb 
a spacecraft unless compensated by a balanced 
homopolar generator rotating in the opposite 
direction. 

The brushes would also wear out, which 
raises questions about the durability of a rail- 
gun with high repetition rates. Very fast 
switches would be essential. These switches 
would have to be light enough to move rap- 
idly, but heavy enough to handle the extraor- 
dinarily high currents. 

Researchers at the University of Texas have 
investigated one advanced modification to the 
homopolar generator. They have replaced 
brushes and switches with inductive switches 
in a "compulsator," a generator which pro- 
duces a string of pulses. By replacing non- 
current carrying iron with graphite-epoxy com- 
posites, these compulsators could be much 
lighter than the homopolar generators. 

While space applications drive power devel- 
opment requirements, emerging ground-based 
defensive systems would also stress existing 
power sources. Ground-based BMD elements 
might require diesel and turbine driven elec- 
tric generators and MHD generators for mo- 
bile applications. A fixed-site system such as 
the FEL might draw on the commercial util- 
ity grid, dedicated power plants, or supercon- 
ducting magnetic energy storage (SMES). The 
electrical utility grid could meet peacetime 
housekeeping power needs and could keep a 
storage system charged, but, due to its extreme 
vulnerability to precursor attack, could not be 

relied on to supply power during a battle. 
Therefore, a site-secure MMW power system 
would probably be necessary. 

Superconducting magnetic energy storage 
is a prime candidate for ground-based energy 
storage; an SMES system would be a large, 
underground superconducting coil with con- 
tinuous current flow. The science of SMES is 
well established, but engineering development 
remains. 

Recent discoveries of high-tomperature su- 
perconductors could have an impact on future 
power supplies and pulse conditioning sys- 
tems. Given the likely initial cost of manufac- 
turing exotic superconducting materials and 
the probable limits on total current, their first 
applications will probably be in smaller devices 
such as electronics, computers, and sensor sys- 
tems. But if: 

• scientists could synthesize high temper- 
ature superconducting materials able to 
carry very large currents; and 

• engineers could develop techniques to 
manufacture those materials on a large 
scale suitable for large magnetic coils, RF 
power generators, accelerator cavity walls, 
the rails of electromagnetic launchers, etc.; 

then superconductors could substantially re- 
duce the power demand. Efficiency of the 
power source and power conditioning networks 
could also be improved. High temperature su- 
perconductors would be particularly attractive 
in space, where relatively cold temperatures 
can be maintained by radiation cooling. 

COMMUNICATION TECHNOLOGY 
Communication would be the nervous sys- 

tem of any BMD system. A phase-one defense 
would include hundreds of space-based com- 
ponents, separated by thousands of kilometers, 
for boost and post-boost interception. A 
second-phase BMD system would include 
many tens of sensors in high orbits and hun- 

dreds to several thousands of weapons plat- 
forms in 'erf-Earth orbits. 

Three fundamental communication paths 
would link these space assets: ground to space, 
space to space, and space to ground. Ground 
command centers would at least initiate the 
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battle; they would also receive updates on 
equipment status and sensor data in peacetime 
and as the battle developed. 

The attributes of an effective communica- 
tion system would include: 

• adequate bandwidth and range, 
• reliability, 
• tolerance of component damage, 
• security from interception or take-over, 
• tolerance of nuclear effects, and 
• jam- or spoof-resistance. 
The bandwidths, or frequency space avail- 

able, from links in the millimeter-wave bands 
would be adequate for most near-term BMD 
functions. The most demanding element would 
be the boost surveillance and tracking system 
(ESTS) satellite, with perhaps a 1-million-bit- 
per-second data rate. Second-phase elements 
such as a space surveillance and tracking sys- 
tem (SSTS) sensor satellite might operate at 
much higher rates, up to 20 million bits per 
second, while battle management might take 
50 or more million bits per second of informa- 
tion flow. Various additional data for syn- 
chronization signals would have to be commu- 
nicated. Transmission bandwidths might have 
to be very large—perhaps 1-10 gigahertz (GHz) 
—to reduce the chances of jamming. 

The communication system must be dura- 
ble and survivable even if some nodes fail due 
to natural or enemy action. Redundant links 
in a coupled network might assure that mes- 
sages and data got through even if some sat- 
ellites were destroyed. Tying together a vast 
BMD space network would be challenging, 
especially given that the satellites in low-Earth 
orbit would constantly change relative po- 
sitions. 

One key issue for BMD communications is 
jamming by a determined adversary. Success- 
fully disrupting communications would com- 
pletely negate a BMD system that relied on 
sensors and command and control nodes sep- 
arated from weapons platforms by tens of thou- 
sands of km. Jammers could be developed, de- 
ployed, and even operated in peacetime with 
little risk of stimulating hostile counteraction. 

Space-to-ground communication links would 
be particularly vulnerable. Ground-based, ship- 
based or airborne high-power jammers might 
block the flow of information to satellites. In 
wartime, nuclear explosions could disrupt the 
propagation of RF waves. Ground-based 
receivers would also be susceptible to direct 
attack. Even space-based communications 
would be susceptible to jamming. 

Recently there have been two primary SDI 
candidates for BMD communication links in 
space: laser links and 60-GHz links. A 60-GHz 
system once seemed to promise a more jam- 
resistant channel for space-to-space commu- 
nications, since the atmospht/e would absorb 
enough 60-GHz energy to reduce the threat of 
ground-based jammers. Recent analyses, how« 
ever, indicate that space- and air-based jam- 
mers may limit the effectiveness of 60-GHz 
links. 

60-GHz Communication Links 

The operating frequencies of space commu- 
nication systems have been steadily increas- 
ing. For example, the Milstar communications 
satellite will use the extremely high frequency 
(E HF) band with a 44-GHz ground-to-space up- 
link and a 20-GHz downlink. These high fre- 
quencies allow very wide bandwidth (1 GHz 
in the case of Milstar) for high data transmis- 
sion rates, but also for more secure communi- 
cations through wide-band-modulation and 
frequency-hopping anti-jamming techniques. 

For space-to-space links, BMD designers are 
considering even higher frequencies—around 
60 GHz. This band includes many oxygen ab- 
sorption lines. It would be very difficult for 
ground-based jammers to interfere with 60- 
GHz communications between, for example, 
a BSTS early warning satellite and SBI CVs: 
oxygen in the atmosphere would absorb the 
jamming energy. 

Pre-positioned jammer satellites, or possi- 
bly rocket-borne jammers launched with an at- 
tack, might still interfere with 60-GKz chan- 
nels. The main bco.u of radiation from a 
60-GHz transmitter L» relatively narrow, mak- 
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ing it difficult for an adversary to blind the 
system from the main lobe: the enemy jam- 
mer transmitter would have to be located very 
close to the BMD satellite broadcasting its 
message. But a 60-GIlz receiver would also 
pick up some energy from the "sidelobes" and 
even some frooi the opposite side of the receiver 
(the "backlobes"). While a receiver may be 
10,000 to 100,000 times less sensitive to energy 
from these sidelobes than from the main Iobo, 
it must be extremely sensitive to pick up sig- 
nals from a low-Earth orbit satellite tens of 
thousands of km away. 

At high-Earth orbit, a near-by jammer with 
only a few hundred watts oi power could over- 
whelm a much more powerful 60-GHz system 
on a sensor satellite. This neighbor might 
masquerade as an ordinary communications 
satellite in peacetime. In wartime, it could aim 
its antenna at the BSTS and jam the channel. 
The countermeasure would be to station the 
BSTS out of standard communications satel- 
lite orbits. 

Laser Communication Links 

The low-power diode laser offers the possi- 
bility of extremely wideband, highly direc- 
tional, and, therefore, very jam-proof commu- 
nications. The MIT Lincoln Laboratory has 
designed a 220 megabit-per-second (Mbs) com- 
munication link that would need just 30 mil- 
liwatts of laser power from a gallium alumi- 
num arsenide (GaAlAs) light emitting diode 
(LED) to reach across the diameter of the ge- 
osynchronous o'bit (about 84,000 km). The re- 
ceiver, using hfc^rodyne detection," could pull 

in a signal of just 10 picowatts (10-" W) 
power. A 20-cm mirror on the transmitter 
would direct the laser beam to an intended re- 
ceiver. 

The high directionality of narrow laser 
beams also complicates operation. A wide- 
angle antenna could flood the receiver area with 
signal, even sending the same message to many 
receivers in the area at one time. A narrow la- 
ser beam must be carefully aimed at each sat- 
ellite. This would require mechanical mirrors 
or other beam-steering optics, us well as soft- 
ware to keep track of al) friendly satellites and 
to guide the optical beam to the right satel- 
lite. The lifetime of a laser source and an agile 
optical system may be relatively short for the 
first few generations of laser communication 
systems. 

A laser communication system, as presently 
designed, would require up to eight minutes 
to establish a heterodyne link between a trans- 
mitter and a receiver. Plans call for reducing 
this acquisition time to one minute. With a 
very narrow laser beam, even minute motions 
of the transmitter platform could cause a 
momentary loss of coupling, forcing a delay 
to reacquire the signal 

While laser links might provide jam-proof 
communications between space-based assets 
of a BMD system, laser communications to the 
ground would have to overcome weather limi- 
tations. One approach would use multiple 
receivers dispersed to assure one or more clear 
weather sites at all times. Alternatively, one 
could envisage an airborne relay station, par- 
ticularly in time of crisis. 

"The common "heterodyne" radio receiver UiHudee ■ local 
oscillator which generates a frequency that is combined or 
"mixed" with the incoming radio signal. This process of "mix- 
ing" the local oscill*!or signal with the received signal improves 
the ability to detect a weak signal buried in noise, and reduces 

interference. A laser heterodyne receiver would include its own 
laser source, which would bo "mixed" at the surface of a light 
detector with the weak light signal from a distant laser trans- 
mitter. 

SPACE TRANSPORTATION 

"C    i / 

Reasonable extensions of current U.S. space 
transportation capability might launch the 
tens of sensor satellites envisaged by some 
BMD architectures, but entirely new space 

launch capabilities would be necessary to lift 
several hundred to over one thousand carrier 
vehicles and their cargoes of thousands to tens 
of thousands of kinetic kill missiles into space 
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in a reasonable period of time. Therefore space 
launch capability would have to evolve along 
with phase-one and phase-two weapon systems 
to assure the United States—and to persuade 
the Soviet Union—that a defense-domiaated 
world would be feasible and enduring. 

Space Transportation Requirements 

Space-based interceptors and their carrier 
satellites would dominate initial space deploy- 
ment weights. Assuming that a phase-one de- 
ployment would include a few hundred CVs 
and a few thousand SBIs based ou the "state- 
of-the-art" rockets described above, then to- 
tal launch weight requirements might be in the 
range of 1 million to 2 million kg. 

The range of weights estimated by SDI sys- 
tem architects for a more advanced phase var- 
ied from 7.2 to 18.6 million kg. The large range 
of weight estimates reflects differences in ar- 
chitectures, and particularly differences in sur- 
vivability measures. Several contractors indi- 
cated that survivability measures—such as 
shielding, decoys, proliferation, and fuel for 
maneuvering—would increase weight by a fac- 
tor of about three. One could infer that the 
heavier designs might be more survivable. 

Additional space transportation would be re- 
quired over time for servicing, refueling, or 
replacement of failed components. One un- 
resolved issue is how best to maintain this fleet 
of orbiting battle stations: by originally includ- 
ing redundant components such as intercep- 
tor missiles on each satellite, by complete 
replacement of defective satellites, by on-orbit 
set vicing, or by some combination of the above. 
One contractor estimated, for example, that 
it would take 35 interceptor missiles on each 
battle station to assure 20 live missiles after 
10 years, with the attrition dui* entirely to nat- 
ural component failures. 

Soviet countermeasures might drive up 
weight requirements substantially in later 
years. Increased Soviet ICBM deployments 
might be countered with more SB I platforms. 
Defense suppression threats such as direct- 
ascent ASATs might be countered in part by 
proliferation of SBI battle stations or by other 

heavy countermeasures. Advanced decoys dis- 
persed during the post-boost phase of missile 
flight might require some type«-f interactive 
discrimination system in space. Reduced So- 
viet booster burn times would eventually im- 
pel a shift to DEW. Deploying these counter- 
measures would necessitate additional space 
transportation capability. Directed-energy 
weapon components in particular would prob- 
ably be very heavy. The range of SDI system 
architects' estimates for some far-term sys- 
tems was from 40 million to 80 million kg. 

Space Transportation Alternatives 

There seem to be two fundamental options 
for lifting the postulated BMD hardware into 
space: use derivatives of existing space trans- 
portation systems; or design, test, and build 
a new generation space transportation system. 
The first option might be very costly; the sec- 
ond might postpone substantial space-based 
BMD deployment inco the 21st century. 

Some BMD advocates outside the SDIO 
have suggested that existing United States 
space launch systems might be adequate for 
an initial space-based BMD deployment in the 
early 1990s. But the existing United States 
space launch capability is limited in vehicle in- 
ventory, payload capacity per launch, cost, 
launch rate, and launching facilities. As shown 
in table 5-10, today's total inventory of U.S. 
rockets could lift about 0.27 million kg into 

. low-Earth orbit (180 km) at the inclination an- 
gle of the launch site (28.5° for the Kennedy 
Space Center in Florida).*4 

The bulk of early SBI deployments would 
have to be launched into near-polar orbits from 
Vandenberg AFB, which would now only be 
possible for the 6 remaining Titan 34D vehi- 
cles with a combined lift capacity of 75,000 kg. 

"Missile launch capacity is usually specified in terms of the 
payload wuich can be lifted into direct East-West flight at an 
altitude of 180 km, which rroducss an orbit inclined at the lati- 
tude of the launch point. Extra propellant is required to lift the 
payload to higher inclinations or to higher altitudes. Proposed 
BMD weapons systems would require higher inclinations (70° 
to 86») and higher altitudes (600 to 1,000 km), which translates 
into low« payload capacity. 
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This would correspond to about 6 percent of 
the initial phase-one BMD space deployment 
requirements. Some have suggested refurbish- 
ing Titan-IIs, which have been retired from the 
ICBM fleet. If all 69 Titan-IIs were refur- 
bished, then the United States could lift 
another 130,000 kg into polar orbit, or another 
11 percent of the np-r-term BMD needs. 

The rate of missile launch might also be 
limited by the twisting space transportation 
infrastructure. Launching one Shuttle now 
takes a minimum of 580 houro at the Kennedy 
Space Center (and might take about 800 hours 
at Vandenberg AFB"), limiting potentia' 
launches to one per month or less from each 
complex. After the Shuttle accident. NASA 
estimated that 12 tc 16 flights per year would 
be reasonable. Clearly 16 launches per year 
would not be sufficient for BMD deployment.» 

Several aerospace companies have proposed 
build'ng launch vehicles with increased lift ca- 
pacity to meet SDI, DoD, and civilian space 
transportation demands. Many of these vehi- 
cles would be derived from various Shuttle or 

"Completion of the Vandenberg Shuttle launch site SLC-6 
has been postponed until 1992. 

"Assuming 16 Shuttle launches per year with 9,000 kg pay- 
load to low polar orbit, it would take between 8 to 12 years to 
deploy a phaw-one BMD system and 48 to 125 years to deploy 
a phase-two system weighing 7 to 18 million kilograms. 

Titan predecessors, such as the Titan-4, in- 
cluded in table 5-10. Twenty-three Titan-4s will 
he built by 1988, but these have only margin- 
ally increased lift capacity. A major increase 
in lift capacity to the 40,000 to 60,000 kg range 
would be required for an effective space-based 
BMD system. Even for a phase-one system, 
far more woulu be needed by the mid-1990s. 
Both SDIO and Air Force officials have called 
for a new space transportation system that is 
not a derivative of existing technology. 

Four aerospace companies analyzed various 
space transportation options under joint Air 
Force/NASA/SDIO direction. The Space Trans- 
portation Architecture Study (STAS) com- 
pared manned v. unmanned vehicles, horizon- 
tal v. vertical take-off, single v. 2-stage rockets, 
and various combinations of reusable v. ex- 
pendable components." The Air Force, after 
reviewing the initial STAS work, appears to 
be leaning toward a decision that the BMD de- 
ployment should use an unmanned, expenda- 
ble, 2-stage heavy-lift launch vehicle (now 
called the ALS or advanced launch system)." 

"The Space Transportation Architecture Study (STAS) was 
a joint Air Foree/N ASA/SDIO study on future space transpor- 
tation systems. The Air Force Systems Division contracted with 
Rockwell and Boeing, while NASA employed General Dynamics 
and Martin Marietta to analyze U.S. dviüan and military space 
requirements and possible alternatives to satisfy them 

The name HLLV (heavy lift launch vehicle) was changed 
to ALS in April 1987. 
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Table 5-10.—Currant U.S. Space Launch Inventory* 

. Payload per vehicle (thousands of kg)  
Inventory             LEO                Polar 
 quantity (180 km) (180 km) Qeo  
8nut,to  3 25 16 Centaur-G:4.5 

IUS: 2 3 
Titan34D  6 15.3 12.5 IUS: 1.8 
Titan-4»  (23) 17.7 14.5 Centaur-G:4.6 

IUS: 2.4 
Titan ll-SLV  (13)e 3.6 1.9 
Delta  8 2.9 
Delta(MLV)  (7) 4 15 
Atlas  13 6 
Scout  21 .26 
(ALS)"  ? (50-70) (40-55)  
•Parentheses indicate futur« systems. ~       ' 
°Th«1 Tllan-4 or the Complementary Expendable Uuncn Vehicle (CELV) is the latest In the line 01 Titan missile configurations; 

'The Titan ll-SLVs are being refurbished from the ICBM Inventory. The first TitanJI may be available by 1988 An additional 
M Titan II could be refurbished from the retired ICBM fl«et. ' aoomonai 

"The Advanced Launch System is proposed to deploy the bulk of the BMD apace components. 
SOURCE: Office of Technology Assessment. 1SSS 
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An interim STAS study suggested that such 
a vehicle would have to evolve to a partially 
reusable system to meet SDIO cost reduction 
goals. The STAS contractors projected that 
development of a heavy-lift unmanned vehi- 
cle would require about 12 years, although at 
least one aerospace company estimates that 
an ALS could be developed in 6 years. If the 
original 12-year estimate is correct, significant 
space deployment of a BMD system could not 
begin until the turn of the century even if the 
weapon systems were ready earlier. If the 6- 
year estimate were correct, then initial deploy- 
ment could begin by 1994. 

To deploy space-based assets earlier, SDIO 
has suggested a two-tier level program: build 
part of an ALS by the mid-1990s, but design 
this system to evolve into the long-range sys- 
tem by the year 2000. The initial system would 
include some of the advanced features of the 
heavy-lift launch vehicle concepts outlined by 
STAS, but would not have a fly-back booster 
and would not meet the SDIO cost goals of 
$300 to $600 per kilogram. The interim goal 
would be to reduce the current costs of $3,000- 
$6,000 per kilogram to $l,000-$2,000. Build- 
ing a space transportation system while try- 
ing to meet these two goals simultaneously 
could be risky. Compromises might be required 
either to meet the early deployment date or 
to meet the long-term cost and launch rate 
goals. 

The estimated launch rate for a fully devel- 
oped ALS vehicle is about once rier month per 
launch complex.7, Assuming a 40,000-kg pay- 
load to useful BMD orbits, then between 30 
and 45 successful flights would be required for 
a phase-one BMD deployment and from 180 
to 460 flights for a much larger second phase. 
Allocating 5 years to deploy the latter system, 
the United States would need to build three 
to eight new launch facilities.** 

"The current maximum launch rate for Titans is tliree per 
year from each pad, which might be increased to five per year. 
Further increases are unlikely because the Titans are assem- 
bled on-«:te. This is one of the reasons an entL-ely new space 
launch system would be needed to meet the SDI launch rates. 

"The t Inited States now has four launch pads for Titim-class 
boosters, twc on the east coast and two on the weit coast. One 
west coast pad is being modified to handle the CELV. Since 

Photo crtdit: U.S. Dtpsnmtnl of Dtttni», 
Strtttttc Dtlttnt InltlKlyt OrgmUMon 

Advanced launch system (ALS).—Large-scale deploy- 
ment of space-basod Interceptors (SQI) or other 
weapons in space will require a dramatic expansior 
of U.S. space-launch capabilities. Various proposals, 
including a Shuttle-derived, unmanned launch vehicle 

such as this have been under consideration by 
the Air Force, NASA, and the SDIO. 

Figure 5-13 presents one very optimistic sce- 
nario which might lead to space launch facil- 
ities adequate for proposed second-phase BMD 

SBIsi.ctdd have tobe Uuncned from Vandenberg to raachi  
polar orbits, all early deployments would have to be from one 
pad The estimated time to build a new launch pad complex 
is 7 to 10 years. 
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Figur« 5-13«.—Annual Space Launch Capacity 
(nur polar orbits at 800 km) 

2.6 

2010 

This is one possible scenario to achieve the 2 million kg per 
year space launch capability into near-polar orbits required 
for an intermediate ballistic missile defense system. This sys- 
tem could conceivably reach this goal by the year 2003, as- 
suming that three new launch pads were built at Vandertberg 
AFB, and the proposed Heavy Lift Launch Vehicle (HLLVyAd- 
vanced Launch System (ALS) could be developed, flight 
tested, and rewly for initial service with 30,000 kg lift capac- 
ity by 1994. This would be *-, years ahead ot the achedule ini- 
tially suggested by the Space Transportation Architecture 
Study (STAS). The HLLV is further assumed to evolve Into 
a 44,000 kg capability by the year 2000, without any engineer- 
ing delays. The S0IO launch goals as of early 1987 are shown 
for comparison. 
SOUnCL. Otfle» of Technology AiMumant. 1968 

system3 by 2000-2005. This scenario assumes 
tLat the SDIO two-level space transportation 
development approach would be successful: an 
interim ALS vehicle, with a 30,000 kg capa- 
bility to near-polar orbits, would be available 
by 1994; a more advanced ALS would come 
on line in 2000 with 44,000 kg capacity. Three 
new launch pads would be built (although there 
is no room for three new pads at Vandenberg 
AFB, the only existing site *n the contiguous 
United States with near-polar orbit capability). 

Assuming approval to proceed with the new 
launch system in 1988, the first flights of the 
new ALS would begin in 1994, using the refur- 
bished SLC-6 launch pad at Vandenberg, built 
originally for the Space Shuttle. The three new 
pads would become operational in 1997,1998, 
and 1999. Flights would be phased in at each 
site, increasing up to 12 flights per year per 
pad. With these assumptions, the SDIO goal 

Table 5-11.—Space Transportation 

1MM0l*o^K«ylo800hin,nlBlilndmilon: 
(On uaawli et Mogram») 

CElvmian-4)        Its 
TlUn 140 10 
EariyHUV 30(1810-3000) 
FmalHUV «4(2000«) 

Total 
annual 
launch 

NumOar of lawc*« par year 

Launch pad*     4-Ea*        SLC-S       Nav        Na»       NOT 
 (34CVCEL)      (HLLV)      (MU.V)      (HU.V)     (HU.V)        (MUfl) 

It« 003 
tees 003 
1987 003 
I9M 003 
19« OOS 
taw 003 
1M1 008 
1992 008 
ISM 007 
ISM i            i 010 
isas a 014 
1998 a 038 
19B7 i            a 1 OX 
isos 1                10 a 3 051 
ises I                 13 4 4 3 079 
8000 >               13 a a 4 133 
2001 1               13 a a a 198 
ton 1                13 10 10 a 189 
3003 1               13 13 13 10 313 
M04 1                 13 13 13 13 330 
aooe 1               13 13 13 13 330 
aoot 1                13 13 13 13 330 
3007 1               13 13 18 13 329 
3008 1               11 13 13 13 338 
300» 1                13 14 13 13 338 
30t0 1                 13 14 14 13 242 

abular data for figure 3-13a 

SOUnCErOftlcaolT aehnotogy Anatwnanl, 1988 

of 2 to 2.5 million kg oer vear could be achieved 
by 2003. 

If the United States wers to operate 10 
launch facilities, each with one ALS launch per 
month, then it would take about 10 years to 
orbit the 50 million kg estimated for a far-term, 
third-phase system." If political or strategic 
considerations (such as transition stability) 
would not allow as long as 10 years to deploy, 
then the United States would have perhaps 
three choices: 

1. develop another new vehicle with lift ca- 
pacity above 50,000 kg to 800-km, high 
inclination orbits; 

2. build and operate more than ten ALS 
launch facilities simultaneously; or 

•'The 50 million kg assume« thelowendofthe40to80 mil- 
lion kg estimated above for phase three with space-based lasers. 
A successful ground-based laser system could reduce this esti- 
mate by about 15 million kg, or 25 to 65 million kg for a total 
phase-three constellation. 
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3. improve launch operations to reduce turn- 
around time below 30 days per pad. 

The country would have to expand booster 
manufacturing capacity to meet this demand 
for up to 120 launches per year. Historically, 
Titan production lines completed up to 20 mis- 
siles per year, and Martin Marietta has esti- 
mated that it could easily produce 14 of the 
Titan class per year with existing facilities." 

Space Transportation Cost Reduction 

Identifying 42 technologies related tu space 
transportation, the STAS listed several where 
research might iead to reduced operating costs 
(it emphasized the first three as offering espe- 
cially high leverage for cost reduction): 

• lightweight materials, 
• expert systems and automated program- 

ming to cut software costs, 
• better organization, 
• reducing dry weights substantially, 
• better ground facilities, 
• higher performance engines, 
• fault-tolerant avionics, 
• reusability of major components, and 
• better mating of spacecraft to launch ve- 

hicle for reduced ground costs. 

"This would include 5 CELVs. 6 Titan II». and 3 Titan 34D*. 

The operating (as opposed to life-cycle) costs 
of space transportation are currently estimated 
at $3,300 to $6,000 per kilogram of payload 
.o low-Earth orbit, and $22,000 to $60,000 per 
kilogram to geosynchronous orbit. At that 
rate, it would cost $24 billion to $200 billion 
to launch a phase-two BMD system, and $140 
billion to $450 billion for a responsive phase- 
three deployment, bascH on the constellation 
weights estimated by ■ ious SDIO system 
architects. The SDIO h> sat a goal of reduc- 
ing launch operating costs by a factor of 10. 

Operating costs are estimated at about one 
third of the total life-cycle costs of a space 
transportation system. Based on current oper- 
ating costs, total life-cycle costs for transport- 
ing a phase-two BMD system into space might 
be $72 billion to $600 billion; tor phase three, 
the costs might range from $420 billion to 
$1.35 trillion. Reaching the goal of reducing 
operating costs by a factor of 10 would reduce 
life-cycle costs for space transportation by only 
30 percent. Assuming that this percentage 
would be valid for a new space transportation 
system, and assuming a 10 to 1 reduction in 
operating costs only, then the total life-cycle 
costs for space transportation might be $50 
billion to $420 billion for a phase-two deploy- 
ment and $290 billion to $900 billion for a 
phase-three deployment. Clearly the other lands 
of costs for space transportation would have to 
be reduced along with the operating costs. 

CONCLUSIONS 
Weapon Technology Conclusions 

Phase One 
Kinetic Energy Weapons.—KEWs (or else the 

kinds of nuclear-armed missiles developed for 
BMD in the 1960s) would most likely be the only 
BMD weapons available for deployment in this 
century and possibly the first decade of the 21st 
century. Several varietiP3 of non-nuclear, hit- 
to-kill KEW form the backbone of most near- 
and intermediate-term SDI architecture pro- 
posals. Considering the steady evolution of 
rockets and "smart weapon" homing sensors 

used in previous military systems, it seems 
likely that these KEWs could have a high prob- 
ability of being able to destroy individual tar- 
gets typical of the current Soviet ICBM force 
by the early to mid-1990s. The key unresolved 
issue is whether a robust, survivable, in- 
tegrated system could be designed, built, 
tested, and deployed to intercept—in the face 
of likely countermeasures—a sizeable fraction 
of evolving Soviet nuclear weapons. 

Space-Based Interceptors.—SBIs deployed in 
the mid to late 1990s could probably destroy 
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some Soviet ICBM* in their boon! phase. The 
key issue is whether the weight of the SBI 
projectiles could be reduced before Soviet 
booster burn times could be shortened, given 
that existing SS-24 and SS-25 boosters would 
already stress projected SBI constellations. 
The probability of pout-boost vehicle (PBV) kill« 
Li lower due to the smaller PBV sice and IR sig- 
nal, but SB Is might still achieve some success 
against current PBVs by tbe mid to late 1990». 

Kio-atmoaphrric Reentry Interceptor Sys- 
tem.—Tbe KRIS, which has evolved from pre- 
vious missiles, could probably be built by tbe 
early to it.id 1990s to attack objects in late mid- 
course. The key unknow.» is the method of 
tracking and discriminating RVs from decoys. 
Existing radar sensors are highly vulnerable, 
the SSTS space-based IR sensor probably 
would not be available until the late 1990s to 
early 2000s. and the AOS airborne sensor 
would have limited endurance and range. This 
would leave either new radars or some type of 
pop-up. rocket-borne IR probe, which have 
apparently received little development effort 
until recently. Given the uncertainty in sen- 
sors suitable for the ERIS system, its role 
would probably he confined to very late mid- 
course interceptions and it might have limited 
BMU effectiveness until the late 1990s. 

Phase Two 
High Endo-atmosphericDefense Interceptor. 

—The HEDI could probably be brought to oper- 
ational status as soon as tbe mid-1990s. To over- 
come the unique H ED I window heating prob- 
lem, the HEDI on-board homing IR sensor 
needs more development than its E RIS cousin. 
But the HEDI system does not depend on long- 
range sensors to achieve its mission within the 
atmosphere. The HEDI could probably pro- 
vide some local area defense of hardened tar- 
gets by the mid-1990s against non-MaRVed 
RVs." HEDI performance against MaRVed 
R\ s eppearr questionable. 

SBIs against Reentry Vehiclea.-The probabil- 
ity that SBIs would kill RVs in the mid-course 
it low until tbe next century, given tbe difficulty 
in detecting and tracking many small, cool RVs 
in tbe presence of decoys, and given uncertain- 
ties In tbe SSTS sensor and battle management 
programs. 

Phase Three 

Directed Energy Weapons-It is unlikely that 
any DEW system could be highly effective be 
fore 2010 to 2015 at tbe earliest. No directed 
energy weapon is within a factor of 10,000 of 
the brightness necessary to destroy respon- 
se vely designed Soviet nuclear weapons. (OTA 
has not had the opportunity to review recent 
SDIO suggestions for "entry level" DEWs of 
more modest capability. SDIO contends that 
effective space-ba:>ed lasers of one to two 
orders of magnitur'o less than that needed for 
• responsive threat could be developed much 
sooner.) At least another decade of research 
would likely be needed to support a decision 
whether any DEW could form the basis for an 
affordable and highly effr „live ballistic mis- 
sile defense. Further, it is likely to take at least 
another decade to manufacture, test, and 
launch the large number of satellite battle sta- 
tions necessary for highly effective BMD. 
Thus, barring dram.itk changes in weapon and 
space launch development and procurement 
practices, s highly effective DEW system is 
vnlikely before 2010 to 2015 at the earliest. 

Neutral Particle Beaaa.-Tae NPB, ander de- 
velopment initially as an Interactive discrimina- 
tor, is tbe most promising mid-course DEW.*4 

Shielding RVs against penetrating particle 
beams, as opposed to lasers, appears prohibi- 
tive for energies above 200-MeV. Although lab- 
oratory neutral particle beams are still about 
10,000 times less bright than that needed for 
sure electronics kills of RVs in space, the nec- 
essary scaling in power and reduction in beam 
divergence appears feasible, if challenging. 

•• "M«RV" f»f»,-i u> miMuvmni rwatry whack«, or RVt 
«rhirh ran rhang* thvir court» aft#r n*nUnn| th» atmoaphtr* 
la unprov* arrurary or to avoid dafonaiv« mlmaptora. 

To* NPB would kava virtually BO booat phaa» capability 
•gain* advanced "rvaponatva" buuatara tinea ,aarUek> hi am« 
cannot panatraU balow about 160 kilncnatara aJUtude. 
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However, as discussed in chapter 4 under the 
topic of NPB interactive discrimination, it is 
unlikely that engineering issues could be re- 
solved before the late 1990s. which would most 
likely postpone deployment and effective sys- 
tem operation to at least 2010-2015. 

Tree Electron Laser.—The free electron laser 
(FED is one of the more promising HMD DEW 
weapon candidate«. The FEL is in the research 
pha.tr. with severa'. outstanding physics issues 
and many engineering issues to be resolved. 
Even if powerful lasers could be built, the high 
power optics to rapidly and accurately steer 
laser beams from one target to the next could 
limit system performance. Although the basic 
lystem concept for an FEL weapon is well de- 
veloped, it is too early to predict bMD per- 
formance with any certainty. 

Chemical Laset.—There are too many sncer- 
taintiee to project BMD performance for the 
chemically pumped hydrogen fluoride (HF) la- 
ser. The HF Inset has been demonstrated at 
relatively high power levels on the ground, d- 
though still 100.000 times less bright than that 
needed for BMD against a responsive threat. 
Scaling to weapons-level brightness would re- 
quire coherent combination of large laser 
beams, which remains a fundamental issue. 
Thi<*. coupled with the relatively long wave 
length (2.8 micron region), make the HF laser 
less attractive for advanced BMD than the 
FEL. 

Electromagnetic Launcher.—There nre tee 
many nncertaintiea in tha EML or railgua pro- 
gram to project any significant BMD capabil- 
ities at this time. 

Space Power Conclusion« 

Phase One 
Power Requirements.—Nuclear power would 

be required for moat BMD spacecraft, both to 
provide the necessary power levels for station- 
keeping, and to avoid the vulnerability of large 
solar panels or solar collectors. 

Dynamic Isotope Power System.-The DIPS, 
which baa been ground-tested is the 2 to 5 kW 

range, should be adequate and available by the 
mid to late 1990s, in time for early BSTS-type 
sensors. 

Phase Two 
Nuclear Reactors.—Adequate space power 

may not be available for SSTS or weapon plat- 
forms with ladars before the year 2000. For 
BMD satellite.« that require much more than 
10 kW of power the SP100 nuclear reactor/ 
thermoelectric technology would have to be de- 
veloped. This is a high-risk technology, with 
space-qualified hardware not expected before 
the late 1990s to early 2000s. 

Phase Three 
Chemical Power.—Chemically driven energy 

sources (liquid oxygen and liquid hydrogen driv- 
ing turbogenerators or fuel cells! could proba- 
bly be available for burst powers of MW up to 
GW to drive weapons for hundreda of seconds 
b7 2000-2005. 

Power for Electromagnetic Launchers.—!? 
current pulse generators for eiectromagv 
launchers (EML) would require extensive . 
velopment and engineering, and would mo 
likely delay any EML deployments well into the 
21st century. 

High-Temperature Superconductors.—Re- 
search on high-temperature superconductors 
suggests exciting poaaibili ties is terms of reduc- 
ing UK space power requirements and improv- 
ing power generation and conditioning efficien- 
cies. At this stage of laboratory discovery, 
however, it is too early to predict whether or 
when practical, high current superconductors 
could effect BMD system*. 

Space Communications Conclusion 

Laser communications msy be needed for 
space-to-space and ground-to-space links to 
overcome the vulnerability of 60-GH/ links to 
jamming from nearby satellites. Wide-band 
laser communications should be feasible by the 
mid-1990s, but the engineering for an agile 
beam steering system would be challenging. 
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Space Transportation Conclusions 

Phase One 

Mid-1990s Deployments.—Extrapolating 
reasonable extensions of existing space tran£ 
portatlon facilities suggests that a limited- 
effectiveness, phase-one BMD system begun 
in the mid) 990s could not be fully deployed 
in fewer than 8 years." Assuming that the 
hardware could be built to start deployment 
in 1994, the system would not be fully deployed 
until 2002. A more ambitious launcher-devel 
opment program and a high degree of success 
in bringing payload weights down might 
shorten that period. 

Phase Two 

New Space Transportation System.—A fully 
new space transportation system would be re- 
quired to lift »he space assets of a "phase-two" 
BMD system. This system would have to in- 
clude a vehicle with heavier lift capability 
(40.000 to 50.000 kg v. 5,000 kg for the Titan- 
4). faster launch rates (12 per year v. 3 per year 
per pad), and more launch pads (4 v. 1). 

"Thi» iMiimn that two launch pad« at Vandenberg AFB 
4-K.wt andi tht■ SLC-6 pad intended for the Shuttle. are modi-' 
Bed to handle the new TiUn-4 complementary expandable launch 
veh.de ,CELV.. and the launch rate. ar,liireSdfrorcMfeS 
Titani per year per pad up to au per year. 

Optimistic Assumptions.—Even under very 
optimistic assumptions,** the new space trans- 
portation system would be unlikely to reach the 
necessary annual lift requirements for a large- 
scale, second-phase BMD until 2000-2005, with 
full phase-two deployment completed in the 200&- 
2014 penod. 

Phase Three 

Ultimate DEW Systems.—It might take 20 to 
35 years of continuous launches to fully deploy 
far-term, pbase-thm BMD space assets designed 
to counter with very high effectiveness an ad- 
vanced, "responsive," Soviet missile UreaL This 
estimate assumes deployment of tht proposed 
ALS space transportation system and the land 
of advanced space-based laser constellation 
suggested by SDI system architects. A set of 
ground-based laser installations could reduce 
the space launch deployment time estimate to 
12-25 years. 

"This assumes that the SDIO bifurcated goal is met- a revohi- 
üonary space transportation system with 10 times low« cost 
is developed in 12 yevs, while a near-term comno.Tent of that 
system yields a working vehicle of reduced capability by 1994 
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Chapter 6 

System Development, 
Deployment, and Support 

INTRODUCTION 
The preceding chapters review the status of 

key ballistic missile defense (BMD) technol- 
ogies, describing the progress made and the 
additional advances still needed to meet vari- 
ous BMD goals. These technologies would 
have to work together in an integrated system. 
The United States would have to develop the 
infrastructure to fabricate, test, deploy, oper- 
ate, and miintain that system, and modify it 
in response to Soviet countermeasures. In the 
case of space-based elements, now considered 
esstential for a highly effective defense, the 
United States would have to design, test, and 
build a new space transportation system. Any- 
thing but the fastest development of this trans- 
portation system could delay all but the most 
mode3t space-based BMD deployment to well 
into the 21st century. 

This chapter explores the steps involved in 
moving from the current research and devel- 

opment phase to operational status. These 
steps include: 

• architecture definition, 
• system development, 
• system testing, 
• fabrication, 
• deployment, and 
• operation and maintenance. 
Givyn the complexity of a global BMD sys- 

tem and the immaturity of many technologies, 
this chapter can only outline and give some 
indication of the multitude of challenges that 
would face engineers and manufacturers if a 
decision were made to proceed to full-scale engi- 
neering development (FSED) and then to de- 
ployment. From the beginning, the develop- 
ment and deployment, of dependable computer 
software would be a key issue; the subject of 
software is deferred until chapter 9. 

ARCHITECTURE DEFINITION 
The first step toward deployment would be 

to complete the detailed system design or ar- 
chitecture. As noted in chapter 3, five defense 
contractors have competed with different 
BMD system designs. The Strategic Defense 
Initiative Organization (SDIO) hat. conducted 
additional analyses outside the main architec- 
ture contracting framework. A single syptem 
architect is to be chosen in 1988. This archi- 
tect is to define the actual BMD system in de- 
tail, providing infonnUion for a decision on 
whether to proceed to the next step: full-scale 
engineering development. The SDIO has pro- 

Note; Complete definitions of acronyms and initialisma 
an listed in Appendix B of this report 

posed an early 1990s decision on FSED but 
its schedules are slipping as a result of fund- 
ing levels that are below its earlier expec- 
tations. 

In the meantime, conrmon elements in the 
existing architecture si udies can be used to 
guide the research pre gram.1 All of the space- 
and ground-based ai-c'oitecture designs in- 
cluded space-based irfrared (IR) sensors and 
space-based interceptors (SBIs). All assumed 

■Each architect defined thie* architectures: a combination 
apace and ground-based i)at<rj>. a ground-only system, and a 
theater defense system. In ad iition, most architects have con- 
aidered various time-phased option». For this discussion »a are 
considering primarily the combined &pace- and ground-be«ed 
architectures. 
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some type of groun 1-based exo-atmospheric 
reentry interceptor system (ERIS). All saw a 
criticai need for midcourse interactive discrimi- 
nation, although this task might be too diffi- 
cult for a near-term, phase-one deployment. 

The "concept validation" program approved 
by the Secretary of Defense in September 1987, 
included work on SBIs, ERIS, and associated 
sensors and battle management technology. 

SYSTEM DEVELOPMENT 
„ V 
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The system engineer must combine various 
components and sub-systems defined by the 
architecture into a working system. A typical 
BMD system as envisioned by system archi- 
tecture contractors for intermediate-term 
("phase-two") deployment might have included 
30,000 major sub-systems of nine different 
types (for suggested major components of a 
phase-two system, see table 1-2 in ch. 1). The 
sub-systems would be tied together by a com- 
munications network. These sub-systems 
would have to work together under the direc- 
tion of battle management computers.1 

For each of these components, the system 
engineer would have to consider the following 
issues: 

• Mass is particularly critical for SBIs: they 
would have to be light to reduce space 
transportation costs and to achieve the 
necessary velocity during battle. 

• Total volume may be limited by the space 
transportation system. All space sub-sys- 
tems would have to conform to the launch 
vehicle internal dimensions, preferably 
with minimum wasted payload space. 

• For early deployment (late 1990s), the 
choices for space base-load power would 
be limited to solar (which is vulnerable), 
or nuclear, which would have to be devel- 
oped and space-qualified in the power 
ranges needed for BMD. Far-term di- 
rected-energy weapons could be driven by 
liquid oxygen/liquid hydrogen turbogener- 
ators or fuel cells for a fow hundred sec- 
onds. The weight of power supplies might 
dominate future systems. 

»A» discussed in ch 7, this battle management function would 
likely be distributed among many computers on different sat- 
ellites for survivabilit/. 

Heat rejected by the various devices 
would have to be minimized and properly 
managed, since cooling systems take up 
weight and power. 
Almost all sub-systems would have to be 
produced in large quantities compared to 
previous space systems. These compo- 
nents would have to be capable of mass 
production, as compared to the one-of-a- 
kind laboratory fabrication used in many 
of the SDIO technology demonstration 
projects. The United States has never 
mass-produced any satellites. 
All components would have to withstand 
severe radiation environments, including 
nearby nuclear explosions. This would be 
particularly stressing on electronic com- 
ponents such as IR detectors. The detec- 
tors and most electronics used for dem- 
onstration experiments would not be 
suitable for BMD deployment. 

» These systems would have to endure and 
operate on call after sitting dormant (ex- 
cept possibly for periodic tests) for years. 
The current goal is at least 6-year life for 
first-phase deployment, with 7 years desir- 
able. Limited lifetimes would further bur- 
den the space transportation system with 
replacement or repair missions. 

► Many systems might have to operate 
within seconds or minutes after warning, 
although there might be an alert status 
lasting for days or weeks. Trade-offs be- 
tween long alert times and fuel consump- 
tion might be necessary. 

• All space-based systems would have to 
operate automatically, compared to the 
careful "hand tweaking" common in ex- 
periments. In particular, there would be 
little or no opportunity for the routine 
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maintenance common to all terrestrial mil- 
itary systems. 
Various sub-systems and components 
would have to work together. For exam- 
ple, radiation from a nuclear power sup- 
ply must not degrade the operation of sen- 
sitive IR sensors or electronics. Similarly, 
fumes from a propulsion system must not 
fog the optics of critical sensors, and vibra- 
tion from power sources must not degrade 
weapons pointing accuracy. 
If components are prone to failure, they 
should be easily replaceable or adjustable. 
For space-based systems, a key issue 
would be whether to replace entire satel- 
lites when they failed, or to attempt peri- 
odic manual or roboti* repair. 
All systems and components should sur- 
vive both natural and man-made environ- 
ments. Survivability measures rich as 
decoys, redundancy, shielding, maneuver- 

ability, electronic jamming, and shoot- 
back would add mass to space-based com- 
ponents. One system architect estimated 
that survivability measures would ac- 
count for 70 percent of ou-orbit mass for 
SB I systems. 

• The communications channels would have 
to be secure against interception, manipu- 
lation, and jamming. 

• The systems should be safe in manufac- 
ture, assembly, transport, and operation. 

SDIO is funding research in all of these 
areas. Optimists believe these characteristics 
may be achievable; pessimists question wheth- 
er the break necessary from past practice and 
experience is possible; others say it is too early 
in the research program to judge whether the 
United States could achieve all of these attri- 
butes in a working system. 

t . . 

/ SYSTEM TESTING 

''>? 

y 

Testing of both hardware and software is es- 
sential to any engineering project. Components 
are tested and modified to overcome deficien- 
cies. Sub-systems are tested and modified. Fi- 
nally, prototypes of the complete system are 
built and tested under full operating conditions 
whenever possible. These system tests invari- 
ably reveal faults in the original design, faults 
which must be corrected before production 
begins. 

A ballistic missile defense system could not 
be tested in a full battle condition. Instead, 
the systems engineer would have to rely on 
some combination of computer simulations and 
operation under simulated conditions. The 
anti-ballistic missile (ABM) treaty prohibits 
space-based tests in an ABM mode which 
would be necessary to establish even minimal 
confidence in SB Is. 

In place of complete system testing, the 
SDIO is developing the National Test Bed. 
This tost bed (see ch. 8) is to tie together many 

communication nodes and computers via sat- 
ellite, simo'ating some of the complexity of 
BMD. Som} types of hardware (such as sen- 
sors) would) Jso be coupled into this test sys- 
tem as they became available, "talking" to the 
computers as they would in a real battle. The 
cost of simulation will be high, but this is the 
only way to give leaders some degree of confi- 
dence in system operation. One of the ksy judg- 
ments the President and Congress will have 
to make about the SDI progran. will be the 
level of confidence to be placed in a global sys- 
tem that has never been tested in L full opera- 
tional mode. 

Testing so far under the SDIO program has 
been limited to the component or sub-system 
level, usually under simplified or artificial con- 
ditions. These experiments have yielded valu- 
able information necessary for the ongoing re- 
search and development effort; the United 
States should not, however, confuse a demon- 
stration test with operational readiness (see 
box 6-A). 

s 
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Box 6-A.—SDIO Demonstration Experiments1 

Homing Overlay Experiment: The HOE demonstrated on the fourth test (June 10, 1984) that 
an experimental IR homing vehicle can acquire and collide with a simulated reentry vehicle in flight. 
The RV was launched aboard a test ICBM from Vandenberg AFB in California. After detection 
by radars on Kwajalein, a rocket carrying the experimental ground-launched interceptor was fired 
froiu a nearby island towerd the oncoming RV. The IR sensor on the interceptor then acquired the 
RV and guided the interceptor to a direct hit high above the Pacific. 

While this was an encouraging and successful experiment, it does not mean that the United 
States could deploy operational exoatmospheric interceptors tomorrow. The HOE experiment used 
parts of an existing missile, too large and expensive for an affordable BMD system. The IR sensor 
was cooled for many hours prior to the test; an operational system could not be maintained at such 
cold temperatures. The detectors were not hardened against nuclear radiation; new types of detec- 
tors would be required for the operational system. The simulated RV fired from Vandenberg AFB 
in California radiated about 10 times more IR energy than that expected from todcy's Soviet RV, 
and future RVs could have even lower IR signatures with thermal shrouds. There was only one 
RV, and the experimenters knew -vhen and where it would be fired; the real issue for exoatmospheric 
interception is decoy discrimination—separating one RV out of a cloud of hundreds or thousands 
of other objects, including tethered balloons. Opinions differ on how difficult this would be. 

Delta 180: The Delta 180 mission (Sept. 5,1986) launched a Delta missile into space; the two 
upper stages of this missile were both placed in orbit. Each contained sensors later used to measure 
radiation from the other and from another missile launched from White Sands, New Mexico during 
one orbit. One stage also contained a radar sensor used to guide the two stages into a collision course 
at the end of the experiment. 

The Delta 180 was a very successful measurement program, providing useful information about 
radiation from rocket exhaust plumes, both at close range in space and from the ground-launched 
Aries rocket. Some radiation patterns confirmed expectations, but there were some surprises which 
could improve our ability to detect and track future missile plumes. Tracking algorithms were also 
tested in the final interception with the target stage accelerating, which is more difficult than for 
targets with constant velocity. The entire Delta 180 mission took only 18 months from start to 
finish, requiring extraordinary management and dedicated performance by defense contractors. 

However, this measurements program should not be confused with a demonstration of the near 
operational readiness of space-based interceptors. This interception had little resemblt see to the 
BMD problem—and could not have without violating the ABM treaty. The relative velocities and 
ranges of the two stages were far less than those required for BMD. The target stage had a large 
radar reflector (over 1 square meter). The size and mass of the interceptor stage (over 2,000 kg com- 
pared to a goal of less than 200 kg for SBIs) would eliminate any possibility of achieving the veloci- 
ties required of a SBI to kill an ICBM. All planned SBIs discussed to date would require an IR 
sensor for final homing, while Delta 180 used a Phoenix air-to-air missile radar. Finally, the near 
head-on aspect of the final kill would not be typical for a BMD missen, and did not stress the divert 
capability of the interceptor. 

FLAGE: Six of nine planned tests of the "flexible, light-weight agile guided experiment"(FLAGE) 
short-range terminal interceptor missile have been completed. On the second test, the radar-guided 
homing interceptor passed very close to the target, again indicating that hit-to-kill interceptors 
are feasible under appropriate conditions. 

In the FLAGE tests, the target vehicle was flown into a highly instrumented volume of air 
above the White Sands Missile Range. Although artificial, th;z controlled environment is appropri- 
ate for an experiment, which should collect as much data as possible. The successful interception 

These comment! on the SD! validation experiments abould not be construed aa criticism of SDIO management Theat an all eound 
experiment» properly designed to collect bits of information necessary on the path to developing a working system. At this time we have 
no major element of a non-nuclear ballistic missile defense system which has been tested in a system mode with equipment suitable for actual 
operation. 
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does not imply that the United States could build a FLAGE interceptor system today that wouid 
be effective against uncooperative targets in all types of weather. A FLAGE-derived interceptor 
would not be suitable for defending 30ft targets such as cities. 

MIRACL Laser Test: The MIRACL DF laser at White Sands was aimed at a strapped-down 
Titan rocket casing. The booster casing was stressed wir'j high pressure nitrogen to aim date the 
stresses expected in flight, fhe laser beam heated the skin of the tank, which then expiated in a 
few seconds as the shell weakened. 

This experiment essentially tested target lethality: how much IR energy is required to weaken 
a Titan tank until it ruptures? Tne laser beam was about 100,000 times less bright than one required 
to destroy a responsive Soviet booster from a distance of 1,000 km or more. It was not a test of 
a directed-energy weapon system. The key issues for any DEW are target acquisition and tracking, 
beam pointing over very large distances, and particularly the questions of retargeting and beam 
jitter: could one keep the laser beam focused on one spot on the booster body while the booster 
and the DEW platform travel through «paoe at many kilometers per second? Other more complex 
experiments would be required to answer these crucial questions. Real confidence in any DEW would 
require space-based testing under dynamic conditions. 

FABRICATION 
Once a system had been developed and 

tested to the degree possible, it would have to 
be manufactured. The manufacturing tools and 
facilities to fabricate much of the specialized 
equipment needed for BMD are not yet avail- 
able. In some cases, expansion or modification 
of existing manufacturing facilities might be 
adequate. In other cases, entirely new manu- 
facturing techniques would have to be devel- 
oped and skilled workers trained. The SDI 
research program is addressing some key man- 
ufacturing issues, such as mirror and focal 
plane array (FPA) fabrication techniques. 

Some of the key manufacturing challenges 
are summarized in table 6-1, along with an esti- 
mated comparison of current manufacturing 
capacity with second-phase BMD needs. These 
comparisons are not always valid, however. 
For example, current (FPA) manufacturing ca- 
pacity is for non-radiation hardened arrays 
with less than 180 detector elements. Ballis- 
tic missile defense sensors must survive in a 
radiation environment, so new types of detec- 
tors are being developed, along with all new 
manufacturing techniques. 

The items in table 6-1 represent only phase- 
two BMD deployments, excluding items such 
as interactive discrimination apparatus and 

Table 6-1.—Examples of Currant v. Required 
Manufacturing Capacity for Proposed BMD Systems 

Currant 
 capacity 
Large area mirrors (square 

meters per year)  1-2 
Focal plane arrays (number 

of elements made per 
year)  10« 

Sapphire windows (for 
HEDI; number per year) . SO 

Precision guided missiles 
(per year)         100s 

Satellites (per year)  10s 
Space-launch rockets         10s 
SOURCE: Offle« of Technology AtUHOMnt, 19ML 

Required 
cap'xlty for 

Phase-ll BMD 

100-2,000 

10M0* 

600-1,000 

1,000-5,000 
300-500 

100s 

directed-energy weapons (DEW).* Building 
hundreds of space-qualified neutral particle 
beam accelerators or high power lasers with 
their rapid pointing and retargeting mecha- 
nisms would certainly stress manufacturing 
capability. 

Any manufacturing process must minimize 
cost and delivery time while maintaining high 
quality. These three virtues have added sig- 
nificance for BMD. 

'Note, however, that recently the SDK) has suggested the 
possibility of including such elements in phase two. 
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Delta 180 payload—The payload of the Delta 180 
experiment, atop a Delta booster, is shown during 
shroud installation on Pad 17 at Cape Canaveral. 
Multiple boxes carrying optical sensors are mounted 
on the side of the rocket's second-stage truss at 
bottom. The mast on top of the third stage is a Phoenix 
missile sensor, which helped guide an Intercept 
between the two vehicles to obtain rocket motor plumo 

data at short distances. 

Photo email: US. Doptlmont of Doltnao 

Lethal test of high-velocity projectiles.—Electromag- 
netic launchers might hurl small homing projectiles 
at distant missile stages or warheads. In this test of 
the effects of high-velocity impact, a small (unguided) 
plastic projectile hit a cast aluminum block at 7 km/s. 

This was a test of lethality, not of a weapon: 
the projectile was not launched from an 

electromagnetic launcher. 

Photo emit: US. Dooortmtnt of Otftnm 

Laser lethality test.—In September 1986 this test at 
White Sands Missile Range, N.M., investigated the 
possible effects of a laser beam on a rocket booster. 
The test vehicle was the second stage of a Titan I 
booster missile body. External loads were applied to 
the booster to simulate flight conditions typical of 
current operational Soviet missile systems. The test 
vehicle contained no liquid propellent or explosives. 
It was Irradiated with a high-energy laser beam for 
several seconds before being destroyed. The laser 
used, the Mid-Infrared Advanced Chemical Laser, 
generates a beam energy greater than 1 MW/sr. It is 
a test laser, not developed for deployment in space. 
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Cost 
The projected costs for a BMD system will 

strongly affect a national decision on whether 
to proceed with production or deployment. In 
addition to total costs, the incremental costs 
of BMD would have to be less (some think sub- 
stantially less) than the perceived incremental 
cost of Soviat counter-measures. Thus the unit 
costs of a deployed SBI might have to be less 
than l/370th to l/12th the cost of a Soviet 
booster.4 On the other hand, the leverage pro- 
vided by a successful "adaptivt preferential 
defense might improve this cost-exchange ra- 
tio (see ch. 1). 

The allowable costs for a ground-based exc- 
atmospheric interceptor would depend on the 
system architecture. With low leakage from 
the boost phase and good cüscrimination, each 
interceptor would have to engage only a small 
percentage of the attacking Soviet reentry ve- 
hicles (RVs), and the interceptor could be rela- 
tively expens:ve. If discrimination were poor, 
which might ba the casn in a phase-one deploy- 
ment, then the interceptor might be compet- 
ing with cheap decoys. The defense wc old not 
be cost-effective at the margin if every exo- 
atmospheric interceptor had to cost less than 
10 light-weight decoys, or even less than 10 
heavy decoys.* 

Time 

The time to manufacture components for 
BMD might be crucial in several respects. 

The1. to-1 co»t ratio assumes that 8 percent of the SBIs 
would be within range of the Soviet missile fields and that one 
SBI is fired at each booster or PBV. There are no extra SBIs 
for redundancy or shoot-back against Soviet ASATs. In this 
case the United States would have to add about 12 SBIs (and 
another earner satellite) for each new Soviet booster. The 370- 
to-1 cost ratio comes from a concentrated basing of new Soviet 
boosters in a relatively small crea, say 160 lun by 160 km. In 
this case the United States would have to deploy 370 extra SBIs 
and their associated satellites for each new Soviet booster to 
achieve an 85 percent probability of destroying that extra RV 

*If the boost phase defense let through 10 percent of the 
boosters, and each booster carried 10 warheads, 10 heavy de- 
coys, and 100 light decoys, then the exo-atmospheric intercep- 
tor system would have to engage one warhead, one heavy de- 
coy, and 10 light decoys for each booster launched With perfect 
discrimination, one deployed interceptor would have to cost less 
than one loaded booster. Without any discrimi-ation, one in- 
terceptor would have to cost l/12th of the booster 
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Ideally the system should be deployed quickly 
to avoid transition instabilities, although sys- 
tem architects differ on this point. Components 
could be produced and stockpiled until deploy- 
ment began.» To the degree that space trans- 
portation would pace deployment, production 
times would not be critical. 

But the United States would also be locked 
in a race with Soviet countermeasures. If the 
United States could not produce and deploy 
enough SBIs before the Soviets had reduced 
a substantial number of their booster burn 
times below 140 seconds, then BMD boost- 
phase system effectiveness would drop signif- 
icantly, perhaps to zero. The SBIs might force 
the Soviets to faster post-boost vehicle (PBV) 
dispersals, which could reduce the number of 
RVs. At some point, however, there would be 
no sense in deploying SBIs (and parHcikrly 
SBIs which did not have any midcourse capa- 
bility against RVs) until DEW were developed. 
(See also ch. 5 and the key-issues section at 
the end of this chapter for more analysis of SBI 
effectiveue«'s against boosters with moderately 
fast burn times.) 

On the other hand, if the United States could 
produce and deploy an SBI system in a few 
years, and if it could build and deploy a credi- 
ble DEW system as thy Soviet Union con- 
verted to faster-burning boosters and fast-dis- 
persing PBVs, then BMD effectiveness might 
continue. . . 

Production time involves not only the pro- 
duction rate, but the time to design, build, and 
debug the manufacturing facilities, including 
necessary training of production workers. 
Since many new technologies are contem- 
plated, there might be relatively long periods 
before routine production could begin. 

Quality 

Quality control would be essential, particu- 
larly for space-based deployment. Repair or 
even replacement of failed assets in space 

i- ^ee.I^S•..C?*reM• Offioe of Technology Assessment, Bat- 
bstic Misstk Defense Technologies, OTA-ISC-254 (Washing- 
ton, D.C.: U.S. Government Printing Office), p. 119. 
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might severely stress space transportation, 
particularly if space launch facilities were com- 
pletely occupied over a period of 5 to 10 years 

just to lift the initial BMD equipment into 
place. 

DEPLOYMENT 
Given that some boost-phase defense capa- 

bility would be key to a highly effective BMD 
system, and given that the United Stages cur- 
rently haa very little space launch capability, 
deployment of space-based assets wo old most 
likely limit the operational starting date for 
BMD. As shown in the space transportation 
section of chapter 5, the United States would 
have to build a new space launch system to 
lift into orbit *he necessary number of SB Is 
end their supporting satellites. The timing of 
the development and availability of a new 
space launch system is unclear, but it is doubt- 
ful that it would be possible to launch signifi- 
cant, numbers of SBIs before the mid to late 
1990s. 

Several years of continuous space launch 
activities from several launch pads would then 
be necessary to deploy enough SBIs to provide 
cne shot against each missile or PBV in today's 
fleet of Soviet intercontinental ballistic mis- 
siles (ICBMs). The SDIO, however, does not 
prop >se deploying that many SBIs in a first- 
phase system. It argues that lesser capabilities 
would still have worthwhile deterrent value. 
(See section below on scheduling and deploy- 
ment issues for discussion of the effect of de- 
ployment rates on SB I system effectiveness.) 

OPERATION AND MAINTENANCE 
Once deployed, the BMD system would have 

to be kept in operating order. Ground-based 
elements such as ERIS could be periodically 
tested, disassembled, and repaired as needed. 
For space-based assets, both testing and re- 
pair would be difficult unless built into the ini- 
tial design. Methods would be needed to de- 
termine if the sensor or the guidance system 
on a dormant SBI would operate in a war. Com- 
puter systems would have to be exercised to 
make sure radiation in space had not altered 
a key software bit that might subsequently in- 
hibit successful operation. The status of dor- 
mant space assets would have to be monitored 
carefully and frequently. 

Once defective space systems were diag- 
nosed, they would have to be replaced or 
repaired. The system architecture would have 

to incorporate some combination of redun- 
dancy or on-orbit repair or replacement to 
maintain the total system. The space trans- 
portation system would have to be sized to han- 
dle this load. 

Space-based assets might also need to be 
modified in response to Soviet countermeas- 
ures. SBI sensors initially designed for track- 
ing only booster plumes with short or medium- 
wave IR sensors might become worthless 
against faster-burning boosters. Should a 
second-phase system add LWIR sensors to 
previously deployed SBIs to give them mid- 
course kill capability? Trade-off studies wculd 
determine whether it would be more cost-effec- 
tive to replace components on obsolete satel- 
lites or simply to add entirely new satellites. 
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EXAMPLE BMD SUB-SYSTEM: SSTS 
To appreciate some of the complexity of a 

BMD system, consider just one of the systems 
in table 1-2: a moderately sophisticated Space 
Surveillance and Tracking System (SSTSj. The 
potential sub-systems of an SSTS arc shown 
in table 6-2. Almost every subsystem on this 
list would require development to meet the 
probable BMD specifications. 

At the next level down, just one sub-system 
from the SSTS, a three-color LWIR sensor, 

Table 6-2.—SSTS Sub-Systems 

Development 
required 

Propulsion (for static n-fceeplng) ... 
Communications (spase-to-space) . 
Communications (space-to-ground) 
Power source  
Three-color LWIR sensoi(s)  
SWIFVMWIR sensorts)  
Laser ranger/designator 

Low 
High 
High 
High 
High 

Medium 
High 

Star tracketts)  Medium 
Computer and memory  Medium 
Waste heat rejection  Medium 
Support structure   Low 

would include the components listed in table 
6-3. Again, most of thes. <* components must be 
developed to meet E -ID specifications. An 
analysis of the other SSTS sub-systems and 
the other major sub-system» in the three 
phases of SDI would reveal literally hundreds 
of sizeable development programs which would 
have to come together to form the complete 
system. 

Table 6-3.—Three-Color LWIR Sensor Component« 

Development 
required 

SOURCE: OMIc* of Technology AIMMIWII. 1B88 

Primary mirror  H'0n 

Secondary mirror  "'Qn 

Cryo-cooler  Medium 
Three-color focal plane array (FPA)  High 
Signal processor  High 
Three-axis glmbe»  Medium 
Servo control syntem  Medium 
Thermal control system  Low 
Sun shield  •••• Low 
Support structures  Low 
SOURCE: Ottlc« ol Technology A»»»»»m«nl, 1988. 

KEY SYSTEM ISSUES 
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Building and deploying a system on the scale 
of proposed BMD architectures would stress 
the U.S. engineering and manufacturing infra- 
structure on many fronts. However, three crit- 
ical systems issues are unique to ballistic mis- 
sile defense with space-based components: the 
lack of realistic system testing, the necessity 
for automated, computer-i'jntrolled operation, 
and the difficulties of scheduling and space de- 
ployment 

System Testing 
The inability to test fully a global BMD sys- 

tem (both hardware and software) would cast 

doubt on its operational effectiveness. The 
administration and Congress will have to de- 
cide on the deployment of a system whose per- 
formance would have to be predict«! largely 
by computer simulations. The National Test 
Bed and future component tests would im- 
prove the verisimilitude of those simulations, 
but they could not encompass all of the com- 
plexity of the real world. Some issues such as 
sensor operation against a nuclear explosion 
background in space could not be tested even 
at the component level without abandoning the 
Limited Test Ban Treaty. Except in computer 
simulations, the system could not be tested, 
short of war, with even 10 percent of the pos- 
sible wartime threat. 

mmumm 
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It is true that »11 military systems are sub- 
ject to uncprUinty when they first go into bat- 
tle. A fighter aircraft, despite the best flight 
test program can never be tested with all the 
variables that will arise in a real battie. An 
aircraft-carrier battle group could never antici- 
pate rill possible situations in some future br t- 
tle with a capable adversary, and might be sus- 
ceptible to unforeseen vulnerabilities. The U.S. 
earn« battle groups have never fought against 
an enemy with modern 'Vmart weapons.*' 
There is uncert ainty in the performance predic- 
tions of these conventional military systems. 

A global BM D system would have even more 
complex, untestable sub-systrm interactions. 
Even full interception tests, using SBls fi.-ed 
against ICBMs launched from Vandenberg 
AFB, could involve at best a salvo launch of 
a few missiles. This would not substitute for 
the launching of a thousand missiles by the 
Soviet Union at a time of their choosing, 
preceded by anti-satellite weapon (ASAT) at- 
tacks and nuclear precursor explosions. Indi- 
vidual components such as sensors, data proc- 
essors. ?nd communication equipment could 
be tested by themselves to full operational ca- 
pacity in the laboratory or in simulated space 
chambers, and some effects of nuclear exp'o- 
sions could be tested at the Nevada test site. 
In any case, the complete BMD system could 
not be tested as an integrated unit against a 
r-ai threat. Neithtr. on the other hand, could 
the Soviet offensive ballistic missile force. 

Automatic Operation 
Automation has made dramatic changes in 

factories and some military weapons systems. 
Robotics is firmly established in many manu* 
facturing situations, and will grow in the fu- 
ture. However, space-based BMD systems 
would cross into new engineering domains of 
automatic operation on several counts: 

• continuous unattended stand-by opera- 
tion for years, 

• a continuously changing constellation of 
components which would have to operate 
together as a unit, and 

• operation under adverse conditions against 
an opponent determined to defeat the 
system. 

None of these limitations is encountered in 
automated factories. 

Automatic fire control systems are common 
in today's weapons. Human intervention is al- 
ways possible, however, to repair and main- 
tain the system. The United States has never 
operated a weapon system in space. Both the 
United States and the Soviet Union have oper- 
ated sensor systems in »pace for surveillance 
and early warning of ballistic missile attack. 
The challenge would be to Integrate more so- 
phisticated early warning satellites with ac- 
tual weapon platforms thousands of kilome- 
ters away. 

Sensor satellites currently in orbit operate 
autonomously, with directions from a few 
ground-based mission control nodes. Once the 
battle began. BMD systems might require the 
autonomous operation of 30 to 40 sensors 
working ir. conjunction with hundreds or thou- 
sands of SBI carrier satellites. Sensors and car- 
rier satellites would be moving in different or- 
bits, so that the particular weapons platforms 
and sennors making up a "battle group" (in 
one possible battle management architecture) 
would be constantly changing with time. (See 
ch. 7 on wartime operation.) These battle 
groups wou'd have to be connected by secure . 
communication links. Higher system effective- 
ness would entail tighter coordination. 

Automatic operation would be further chal- 
lenged by Soviet defense suppression tactics. 
The system would ideally adapt to lost or noisy 
communication links and continue to manage 
the battle on the basis of degraded informa- 
tion. (See ch. 9 for a fuller discussion of BMD 
software dependability.) 
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Scheduling and Deployment: 
An Illustrative Scenario 

If an administration and Congress were to 
decide that our national security would he im- 
proved by d«vloying some typt of BM D. a ma- 
{'or issue would be when to begin deployment. 
;arl> deployment (e.g.. 1995-20001 of ■ phase- 

on* system would risk "locking in" immature 
HMD technology thst might be less effective 
against i\w proj»>rted threat Waiting for more 
advanced technology would give the Soviet 
' Jnion more time to prepare countermeasures. 
increasing the risk that the defense effective- 
ness would remain low. F.ariy deployment 
would strain space transportation facilities, 
and the long deployment time would preclude 
a faat transition from offense- to defense- 
dominated status. But a decision to wait for 
later deployment could, some fear, indefinitely 
postpone any deployment at all. 

Ballistic missile defense system effective- 
ness »outd depend not only on the U.S. deploy- 
ment schedule, but also on the timing of So- 
viet countermeasures. The longer it took to 
deploy a defense, the more time the Soviets 
would have to respond by improvinR their 
offensive forces. To illustrate the interplay be- 
tween defensive and offensive deployments 
over time. OTA constructed e plausible sce- 
nario for the 1994-2010 period, then eatimr'ed 
the effectiveness of an SBI system as a func- 
tion of time. For the defense, we assume that: 

• SB I deployment would be limited only by 
the capacity of future United States space 
transportation systems. That is. the 
United States could produce and operate 
in space as many SB Is as it could launch. 
Note that it is emphatically not the SDIO 
proposal to deploy this many SBIa. 

• The SDIO two-track space transportation 
scenario succeeds in building a heavy lift 
expendable launch vehicle by 1994 with 
30.000 kg lift to near polar orbits, and this 
same technology simultaneously evolves 
into an economical, partially reusable ve- 

hicle with 44,000 kg capacity by the year 
2000. 

• Three new launch pad complexes would 
be built at Vandenberg AFB and launch 
rates would be increased from 3 per year 
per pad up to 12 per pad per year, bring- 
ing the total lift capacity to near polar or- 
bits to 2 2 million kg per year by 2004. 

• Thru» different classes of Slils might be 
available with varying masses and veloc- 
ities: a "state-of-the-art," a "realistic." and 
an "optimifiic" interceptor. (Specification 
of the characteristics of each are in the 
classified v rsion of this report.) 

• The SBIs would be replaced at the end of 
a useful life J 6 to 10 years, which limits 
the number of SBIs in orbit unless 'he 
apace transportation system capacity con- 
tinue* to grow with time. 

For the Soviet off isive response. OTA 
assumed: 

• a gradual decrease in the burn-time of So- 
viet ICBM boosters and in the RV and de- 
coy dispersal time of its PBVs through 
the introduction of one new class of 10- 
warhead missiles every five years; 

• that these new missiles would be Clustered 
at three existing SS-18 missile sites, which 
would cover an area of 500,000 square km; 

• retirement of old Soviet missüY-s as the 
latest models were introduced, keeping the 
total RV count at 10,000 (case 1). or an 
increase of their ICBM* by 100 per year 
after the year 2000 (case 2); 

• no other Soviet countermeasures, except 
a significant Soviet ASAT capability, im- 
plied by our reserving a substantial frac- 
tion of U.S. SBIs for self-defense or to ac- 
count for inoperable SBIs that fail over 
time. 

While these assumptions are technically 
plausible, they are not based on any Depart- 
ment of Defense or intelligence community 
estimates of what the Soviets could or would 
do. 
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Tabta S-4.—Ataumod Distribution of 
Soviet ICBMs lor 1990-2010 

All ICBMs ere assure to carry 10 warheads Plaasa not« 
thai the mii of tort»» har« reflects neither Department ol 
Defense nor intelligence community estimates of »hat the 
Soviet» actually may do Instead, this tabl« marely lay* out 
a purely hypothetical sequence of a phaaingln of faster- 
burning ICBMs at 5 year intervals beginning, in 1900 Oldar 
missiles are retired as new ones are deployed, heaping the 
tots' PV count fixed at a hypothetical number of 10,000 Tha 
slow bum booster« are distributed over edstinj Soviet mis- 
sile fields while tn»> other four classes are assumed concen- 
trated at three existing sites 

 Number of ICBMs 

ICBM tyi e SBB MSB 1    MBB 2 fBB-1 FBB-2 
Ve*r 
1991   500 500 - — — 
1992  500 500 - — — 
1993  500 50C — — — 
1994   500 500 — — — 
1995  5C0 500 - — — 
1998  «CO 500 100 - — 
1997  3(0 500 300 — - 
1998  2*0 5C0 300 - — 
1W0  tOO 500 400 — — 
2000  - 500 500 - - 
2001   — 400 g00 100 — 
2002  - 300 600 200 - 
2003  — 200 500 300 - 
2004  — 100 500 400 — 
2005  - - 500 500 - 
2006  - - 400 500 100 
2007  - - 300 500 200 
2008  -- - 200 500 300 
2009  - - 100 500 400 
2010  - - - 500 500 

sea SKM Bum Soott«' 
MBB 1   MMium Sam Buottw-F»« OwwMlon 
MBB ? Uadium Bum Bootiw-Socoi* Generation 
fBB 1   fml Bum Boo**»—Flrtt Generation 
FBSJ r-MiBum Booww-SecontfOononMlen 

SOUP« 0»K» or TechnotoOY «wwiiM, ISSS 

Space Transportation Limita on Deployment 

As indicated in chapter 5. a new space trans- 
portation system would be needed to launch 
the space-based assets of a highly effective 
BMD system. Even a more modest system, 
such as that proposed by SDIO for the first 
phase, would call for considerable new space 
transportation rapacity. The SDIO has iden- 
tified two potentially conflicting space trans- 
portation goals: »educing launch costs by a fac- 
tor of 10 and beginning some launches in the 
mid-1990s. Derivatives of existing Shuttle/ 
Titan launch systems are not likely to lead to 

major cost reduction*;: an entirely new system 
would be needed. Hut a revolutionary new 
space transportation system would not likely 
be ready before the year 2000. 

To achieve both the cost and schedule goals, 
SDIO has proposed a dual-track formula* a new 
space transportation system would be devel- 
oped with a goal of a tenfold cost reduction 
by 2000 or so, but perts of this new system 
would be available by the mid-1990s for early 
deployments, probably with reduced lift capac- 
ity and higher cost. This approach might cre- 
ate design compromises. Either cost reductions 
might have to be postponed to meet the sched- 
ule, or the schedule might have to be slipped 
to meet the eventual cost goals: a space trans- 
portation system designed to meet just one of 
these goals might look quite different from 
the hybrid. In this scenario, however, we as- 
sume that both goals could be achieved simul- 
taneously. 

The United State« now has one pad capable 
of launching more than 10,000 kg to the high 
inclination orbits and altitudes of several hun- 
dreds of kilometers to be occupied by the SB I 
constellation.' The Shuttle pad at Vandenberg 
Air Force Base could be modified by 1992 to 
launch the Titan-4 (CELV) vehicle with a ca- 
pacity of about 14,500 kg to SBI orbits. In the 
past, building new launch pads has taken from 
7 to 10 years and there is some question 
whether there is adequate space at Vanden- 
berg to add even a few more pads and their 
necessary assemLly facilities. (The Air Force 
has been examining the possibility of launch- 
ing rockets from an off-shore oil rig.) Surviva- 
bifity of launch facilities would also be ques- 
tionable if all U.S. polar-orbit pads were located 
at one coastal site. In thit» scenario, we assume 
that these difficulties are overcome. 

Launch rates have been in the range of three 
to five per year from one pad. This rate is 

The 4-Esrt pad at Vandenberg Air Korea Base in California 
is equipped to launch the Titan 34D and Titan-4 (CELV) vehi- 
cles into polar or high inclination orbits. The 4-West pad at Van- 
denberg can bandle the Titan-2 vehicle, which has leas than 2,000 
kg capacity. Two pads at Kennedy Space Center (#40 and #411 
can launch Tiian 34Ds and Titan-4s, but not into near-polar 
orbits. There are no Delta launch facilities at Vandenberg. 

./ 
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limited by the necessity to assemble the launch 
vehicles at the site. Studies are underway to 
determine if these launch rates could be in- 
creased to 6 per year, with some experts sug- 
gesting that rates up to 8 per year might be fea- 
sible in the future for the Titan class vehicles, 
anc* 12 per year per pad for the new vehicle. 

SB1 Characteristic« 

OTA analyzed three classes of SBIs, cor- 
responding to assumed improvements in SB I 
technology as discussed in chapter 5. The 
"state-of-the-art" rocket would probably be the 
best technology available for a first-phase de- 
ployment ir. the mid-1990s. For the most part, 
this SB1 would use components that have been 
demonstrated in the laboratory (as of 1988), 
but not aa yet assembled into a working sys- 
tem. The "realistic" SBI represents a plausi- 
ble level of technology after more component 
research and development, and might be avail- 
able by the mid to Ute 1990s; the overall rocket 
mass assumption of well under 100 kg would 
be particularly challenging. The "optimistic 
SBI assumes improvements in all areas of de- 
velopment, and would be much less likely, but 
possible. Other assumptions about SBI redun- 
dancy factors and kill probabilities are the 
same as those applied earlier in chapter 6 of 
this report. 

Given the optimistic space launch projec- 
tions from chapter 5 and the different assump- 
tions for SBI masses, one can estimate the to- 
tal number of SBIs that might be placed in 
orbit as a function of time, as shown in figure 
6-1. The lifetimes of SBIs in space would be 
critical, since defunct interceptors would have 
to be replaced, taking space transportation ca- 
parity away from the tasks of increasing SBI 
deployments or other BMD assets. It might 
turn out, however, that on-orbit repair could 
reduce the numbers of spares and replacements 
needed. As shown in figure 6-1, the number 
of state-of-the-art rockets would reach a pla- 
teau by about 2006 if better SBIs could not 
be developed: a space transportation system 
sized to put the original constellation in place 
would operate full-time just to replace these 

Flour« e-1.-Numbar of Spaca-Seaa«» Interceptors 
Uunertad Into Sp*«V_ _^__ 

prnttad on* by the *** *anep©rts*>a system) 

»10 

Maximum number of SBIs that could ba taunchad Into orWt 
baaad on the assumed spaca transportation revolut on de- 
scried in chapter 5. This chart assumes that all spaca launch 
capability I« devoted to SBIs and their associated carrier ve- 
hicles The net mass per SBI. mcludint|t"Jpro-ratecI share 
of the carrier vehicle mass, weud be 334. "*^.? "£ 
grams for "state-ofthfrart," ••^eallst^c,•, and "optimistic SBIs, 
with llte-tlmes of 5,7, and 10 years. 
SOUK* Win* o« T«eboo«ow * in»«.-** 

SBIs and maintain the constellation in a 
steady-state constellation. 

For the lighter and faster "optimistic" SBIs, 
the assumed transportation system could lift 
up to 160,000 SBIs into orbit by the year 2010. 
This assume that no other space assets would 
be launched into near polar orbits during the 
entire 1994-2010 period. Thus any later deploy- 
ments of interactive discrimination systems 
or directed-energy weapons would reduce the 
possible number of SBIs in orbit. In any case, 
it is obvious that the United States would not 
try to manufacture, lift into space, and man- 
age a constellation of 160,000 SBIs. 

The "optimistic" SBI effectiveness curves 
which follow are therefore unrealistic; they are 
shown only to indicate upper bounds on SBI 
boost and post-boost effectiveness. They sug- 
gest that while SRIs might be considered for 
a system intended to enhance deterrence, they 
would not, by themselves, be suitable for a sys- 
tem intended to assure very RV low leakage 
rates. They also suggest that, barring substan- 



172 

A 

/ 

tial offensive force reductions, the initial ef- 
fectiveness of an SB I system might be eroded 
by appropriate countermeasures. In that case, 
direcled-energy weapons might have to be 
brought on line just to maintain previous de- 
fense capability. 

Assumed Soviet Offensive Countermeasures 

As tha U.S. space transportation system 
(and hence the number of possible SBIs in 
space) grew, Soviet ICBM and submarine- 
launched ballistic missile SLBM forces would 
most likely also change with time. One central 
question for evaluating BMD effectiveness is 
whether reasonable Soviet countermeasures 
could keep ahead of possible U.S. BMD deploy- 
ments. Here, OTA analyzed the effects of just 
three Soviet countermeasures: reduced booster 
burn and PBV dispersal times and clustering 
of new missiles at three existing missile sites. 
These analyses assumed that the Soviet Union 
reduced its booster burn and PBV times grad- 
ually over the next two decades, introducing 
a new class of weapon each 5 years with moder- 
ately unproved performance. Three cases were 
assumed: optimistic (relatively long booster 
burn times), base case, and pessimistic threats. 
Even the "pessimistic" threat case assumes 
a f* T-second burn-time by 2006, still more than 
the 60- to 80-second burn-times deemed fea- 
sible for the next century by some rocket ex- 
perts. Thus these threat assumptions are all 
conservative compared to what may be tech- 
nically feasible. 

SBI Boost and Post-Boost Effectiveness 

We next calculated the maximum possible 
number of RVs that could be destroyed each 
year by SBIs in either the boost or the post- 
boost phase, simply by calculating how many 
SBIs would be within range of the booster or 
the post-boost vehicle at the time each RV was 
deployed. 

We assumed uniform, serial RV deployment 
over the PBV dispersal time. Each SBI at- 

tacked the booster first if it was within range, 
then the PBV at the earliest possible time. Two 
shots were taken if more than one SBI could 
reach a booster or PBV. Perfect battle man- 
agement was assumed: the battle manager 
knew exactly where all boosters and SBIs 
would be at burnout, and assigned SBIs to 
their highest value targets without error. These 
calculations assumed that a substantial frac- 
tion of SBIs are used for self-defense (or are 
inoperable)—an on orbit repair system, how- 
ever, might reduce the extra numbers needed. 
Other assumptions were that each SBI had a 
reasonably high single-shot kill probability 
against the boosters and and a slightly smaller 
one against the PBV. 

The resulting system effectiveness (the num- 
ber of RVs leaking through the boost and post- 
boost SBI defense) is plotted as a function of 
time in figure 6-2 for the three canonical SBIs 

Figur* 6-2.-Number of Warheads Uaking Through 
Boost and Post-Boost Dsfansss 

2010 

BMD system effectiveness in terms of the number of RVs 
(out of * hypothetic*» attack of 1,000 mlssllos with 10,000 RVs) 
which would leak through a boost and post-boost defense, 
limited only by the ability of the U.S. space transportation 
system to lift space-based interceptors (SBIs) Into orbit (fig- 
ure 6-1 indicates the number of SBIs available each year for 
each type of SBI). The SBIs have a reasonable probability of 
destroying a booster and a slightly smaller probability of kill- 
ing a PBV; a substantial percentage of the SBIs are used for 
self-defense or sre otherwise inoperative. The Soviet threat 
hss a constant 10,000 warhead level, but with decreases in 
booster bum-times snd PBV dispersal timss ss described in 
the text. 
bOUBCE: Otflc* el TKhnotogy Hiiniminl. tS9S 
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of chapt sr 5, assuming OTA's hypothetical So- 
vit-c thieat. In the very near term, the United 
States could only deploy the "state-of-the-art" 
SBI. According to these simplified calcula- 
tions, this type of defense could at best destroy 
2,500 RVs out of the OTA-postulated 1,000- 
missile, 10,000-RV threat by 1998 when the 
United States would have orbited 4,100 SBIs; 
7,500 RVs (and their associated decoys) would 
pass through to the later defensive layers. 

Performance would degrade over time with 
quicker dispersal of Soviet RVs. If the Uni'ed 
States could develop the lighter and faster "op- 
timistic" SBIs, then the defense could reach 
50 percent effectiveness by 2001, but this 
would imply the deployment of 40,000 SBIs 
by then. Furthermore, to maintain this approx- 
imate level of effectiveness with 5,000 war- 
heads leaking through to the midcourse, the 
United States would have to continue deploy- 
ing these SBIs, reaching levels of 160,000 SBIs 
by 2010. Even then, the Soviet penetration to 
the midcourse would have increased slightly 
to 6,000 warheads. 

The most likely "realistic" SBI would result 
in a minimum leakage of 6,000 warheads to 
midcourse. To coaie close to maintaining this 
leakage, the United States would have to con- 
tinue devoting all space launch capability to 
the SBI system; by 2010 there would be 90,000 
SBIs in orbit and 8,000 warheads would sur- 
vive to midcourse. Again, such figures illus- 
trate that SB I s should not be expected to stop 
high percentages of Soviet missile* in a mas- 
sive attack. Nor is it reasonable to expect them 
to sustain initial boost- and post-boost phase 
capabilities against a "responsive" Soviet mis- 
sile threat of the future. The SDIO does not 
support either expectation. 

The sensitivity of SBI effectiveness to the 
Soviet threat is shown in figure 6-3, assuming 
the "realistic" SBI rocket parameters in all 
cases. With the "optimistic threat" scenario, 
the SBI BMD system could achieve 50 per- 
cent effectiveness by 2005, assuming that the 
United States had deployed 70,000 SBIs. 
Again, this constellation would have to be in- 
creased to 90,000 by the year 2010, and even 
then the Soviet RVs leaking through could 
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Figur* B-3.-Numbar of Warhenda Leaking Through 
Boot and Eort-Boortt Ofeneea 

Opdrrisfc tweet 

SO) 

1900 1888 2000 
Year 

2008 2010 

Boo« and post-boost systt m eff ectlveness as • function of 
«me »or three different Sovl jt thrert models described above 
"Realistic" SBIs were useo in all cases. 
•OunCt; Olllc« e« TechnWooir MntmwH. tSSS 

number 6,000 warlieads and be increasing. 
These numbers suggest that directed-energy 
weapons would be :aeeded, sooner or later, to 
achieve and sustain high kill levels against ad- 
vanced Soviet boosters and PBVs. 

The previous two figures assume that tht 
Soviets retire oid missiles as new ones are de- 
ployed, keeping ths total at 10,000 warheads 
available. In the absence of arms control trea- 
ties, they could keep old missiles in place, and 
continue to add fainter-burning boosters. The 
BMD effectiveness for this situation is shown 
in figure 6-4, assuming that all initial medium- 
burn boosters are rtstained, and that 100 of the 
faster-burning boosters (FBB) are added each 
year after 2000. Under the most optimistic (for 
the defense) conditions, the Soviets could main- 
tain 6,000 warheads surviving into mid-course. 

Assuming penetration aids to be available 
by the 2000-2005 time period, these 6,000 war- 
heads and their assonated decoys would make 
passive midcourse discrimination and RV kills 
very difficult. The leakage «gainst SBIs in all 
cases would increase with time, most likely 
reaching the 10,000 warhead level by 2010, de- 
spite the presence of up to 160,000 SBIs in 
space.* 

•For analytic purpose«, we have ignored the questions of main- 
tenance and battle manager trat of so many interceptors. 
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Figur« 6-»a.-Nurnbsr of Warhsads LMklng 
■Through Bouct and Port-Boost 

2010 

Boost and post-boost effectiveness limited only by apace 
transportation capability, assuming that the Soviet threat in- 
creases in quality (shorter deployment times) and quantity 
(after 2000). Effectiveness shown for three different types of 
space-based Interceptors against t>e "base case" Soviet 
threat. 
Bounce: ome» o» T«*«OIOB» Aiimmwt. me. 

Figur« «-4b. - Numbsc of Warhsads LMklng Through 
Boost and Post-Boost Catenas« 

—   (Total BV threat) 

Base case three« 

Optimistic threat 

1990 1996 2000 
Year 

2006 2010 

Boost and post-boost effectiveness against three oMffe'ent 
Sovlet threats, all ass-mlng "realistic" space-based Inter- 
ceptors. 
SOURCE: Ottle« of TielmoKW A»»»Min»nt. IMS 

SYSTEM CONCLUSIONS 

\,  -"" 

Testing 
1 If the United States abandoned or achieved 

modification of the ABM Treaty, it could 
test a limited constellation of SBIs against 
a few ICBM's launched from Vandenberg 
AFB. But this would not replicate the con- 
ditions of a massive, surprise launch of 
hundreds or thousands of ICBMs, ASATs. 
and nuclear precursors from the Soviet 
Union. . 

2. A PMD system could not be tested against 
the real threat of up to thousands of ICBMs 
combined with defense suppression and nu- 
clear precursors. However, neither could 
such a coordinated offensive attack be 
fully tested. 

3. Key elements, such as IR sensors, could not 
be realistically tested against a background 
disrupted by nuclear explosions without 
abrogating the Limited Test Ban Treaty. 

Automation 
4. No technical barriers appear to preclude 

automatic operation of a space-based BMD 
system, but the task of operating an auto- 
matic, constantly changing constellation of 
sensors and weapons platforms in the face 
of defense suppression tactics would be a 
major challenge with little or no analogous 
experience from any other automated 
systems. 

Scheduling and Deployment 

Phase One 
5. A near-term deployment (1995-2000) of state- 

of-the-art SBIs might stop up to 2,500 of 
an assumed constant 10,000 Soviet warhead 
threat in the boost and post-boost phases— 
if the United States devoted all of its space 
launch capability to lifting SBIs into orbit. 

/ 
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This assumes that the bum times and 
post-boost vehicle dispersal times of fu- 
ture Soviet ICBM 's decrease over time in 
a reasonable manner. Of course, fewer 
SB Is could kill similar percentages of 
boosters if a smaller attack were assumed. 
The SOIO argues that defenses that are 
far from perfect still offer significant en- 
hancement of deterrence (see chs. 1,2, and 
3). 

Phese 2 

6. An intermediate-term or "phase-two" de- 
ployment of more advanced SBIs might kill 
up to 5,000 of the hypothesized fixed num- 
ber of 10,000 Soviet RVs in the boost and 
post-boost phases, but only by orbiting from 
90,000 to 160,000 SBIs. Therefore, the 
United Stales would be unlikely to rely 
on SBIs for cortinued boost-phase inter- 
ception of advanced Soviet missiles. 

7. Given the assumptions of CTA analyses, 
under the most optimistic conditions the So- 
viet Union could maintain an RV leakage 
into midrourse at or above the 6,000 war- 
head level by increasing the number of 
ICBMs deployed by 100 per year after the 
year 2000. Under any of the assumed con- 
ditions, the Soviet Union could increase 
the rate of warhead penetration against 
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SBIs and into midcourse after 2005, reach- 
ing the p'e-BMD levels of 10,000 leaking 
warheads by 2010. Therefr re, SBIs should 
not be expected to achieve the strategic 
goal of "assured survival" against nuclei- 
attack by a Soviet missile force uncon- 
strained by arms reductions and liroi- 
Ulions. 

PhaseS 

8. A highly effective BMD system would re- 
quire either very effective midcourse dis- 
crimination or a very effective directed- 
energy weapon (DEW) system, and prefer- 
ably both, since an SBI system, as limited 
by the most optimistic space transporta- 
tion system, could never assure that fewer 
than 5,000 Soviet warheads and their asso- 
ciated decoys would leak through to the 
midcourse, 

9. As concluded in chapter 5, it is unlikely 
that the United States could determine 
the feasibility of DEW systems by the late 
1990s, and deployment probably could not 
begin until 2005-2010 at the earliest. It 
therefore appears likely that the Soviet 
Union, unless constrained by offensive arms 
control agreements, would be able to main- 
tain leakage rates of a few thousand nuclear 
warheads until at least the period 2005-2010. 
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Chapter 7 

System Integration and Battle Management 

INTRODUCTION 
Chapter 6 discusses developing, deploying, 

and maintaining a ballistic missile defense 
(BMD) system. Once deployed, BMD compo- 
nents would have to work together to form a 
fighting system. Maintaining such integration 
would require regular, routine support. This 
chapter looks at integrated operation of the 
system. Although some system capabilities 
could be used during peacetime, e.g., for sur- 
veillance, fully integrated use would op]y be 
required during battle.1 Accordingly, most of 
this chapter is concerned with battle manage- 
ment, i.e., how the system would be managed 
to fight effectively. 

'Peacetime simulations of battles would also require consid- 
erable integration, but would probably omit operations such 
as use of interactive discriminators and firing and controlling 
weapons. 

A major assumption in the discussion that 
follows is that the system is sufficiently well- 
integrated during peacetime that it can be 
moved promptly to a full fighting status. As 
examples, the communications network that 
permits battle managers to exchange informa- 
tion would have to be working and the battle 
managers would need timely data on the num- 
ber, kinds, and locations of resources available 
to them. Peacetime activities needed to keep 
the system integrated, such as sending updates 
of resource-availability data and new versions 
of software to battle managers, would have to 
be performed routinely. Operational readiness, 
testing and evaluation, and repair or replace- 
ment of failing system components would also 
have to be routine. 

BATTLE MANAGEMENT 

/ 

The battle management portion of a BMD 
system would combine the data provided by 
sensors and the capabilities offered by weap- 
ons into a defensive system. The battle man- 
agement computers would provide computa- 
tional and decisionmaking capability. The 
battle management software would be the glue 
bonding the components together into a fight- 
ing system. Battle management includes strat- 
egy, tactics, resource allocation algorithms, 
and status reporting. 

Battle management computing may be dis- 
tributed among many different platforms or 
consolidated on just a few. In either case, the 
battle management functions would remain 
the same, although the capabilities needed in 
supporting functions, such as communications, 

Note: Complete definitions of acronyms and initialisms 
are listed in Appendix B of this report. 

might vary. This chapter describes the conduct 
of a battle from the battle management view- 
point, from alert through the actual battle se- 
quence. The scenario is only meant to be illus- 
trative, not comprehensive. Its purpose is to 
convey a sense of the complexity of the battle 
management task, not to provide an actual bat- 
tle management system design. 

In peacetime, the system might be in a quies- 
cent mode, conserving fuel and other resources, 
with some components shielded from space. 
As the probability of a battle increased, the 
system might move through a series of alert 
levels, during which sensors such as the Boost 
Surveillance and Tracking System (BSTS) and 
Space Surveillance and Tracking System 
(SSTS) would be fully opened to space and 
weapons would be prepared for battle, includ- 
ing warm-up and status checks. At the high- 
est alert level, the system would be fully pre- 
pared to fight a battle. 
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The battle may be partitioned into different 
phases, each distinguished by a different set 
of offensive actions. The phase? are boost, post- 
boost, mid-course, ano terminal. For an indi- 
vidual reentry wiücle (RV) or decoy, the phases 
occur in the sequence given. Different RVs and 
decoys may be in different phases concurrent- 

ly, requiring the defense to fight in different 
phases at the same time. In addition, the BMD 
system might have to defend itself against de- 
fense suppression attacks duriug any phase. 
For a description of the phases of ballistic mis- 
sile flight, see chapter 3, table 3-6. 

CONDUCT OF THE BATTLE 
/ Our battle scenario assumes, for simplicity, 

a system with a second-phase architecture as 
described in chapter 3. We assume that it is 
in an alert stage from which it could be moved 
directly to fully automated battle manage- 
ment.' The battle would commence with the 
launch of Soviet intercontinental ballistic mis- 
siles (ICBMs). We assume '«'mix of ICBMs, 
some of which would burn out above the atmos- 
phere, and some of which would burn out in 
the atmosphere. The ICBMs release post-boost 
vehicles (PBVs) carrying both RVs and decoys. 
The PBVs would maneuver to dispense thdr 
payloads, inserting each RV and decoy into a 
pre-planned trajectory. RVs and decoys would 
then coast until they started to reenter the 
atmosphere. RVs would continue on to their 
targets, accompanied partway by those decoys 
designed to simulate reentry. 

Besides launching ICBMs, the Soviets might 
employ a variety of defense-suppression meas- 
ures For example, they might launch direct- 
ascent anti-satellite weapons (ASATs) at BMD 
system satellites. Such a weapon might carry 
one or more warheads and decoys. The defense 
suppression attack might begin before an 
ICBM launch. 

The following sections describe briefly the 
functions that a BMD system would have to 
perform during the battle. Requirements for 
recovering from damage and failures occurring 

'Although the assumption that there would be sufficient prior 
warning to an attack that a BMD system could be moved to 
an alert stage malos the scenario easier to describe, the sys- 
tem's designers could not depend on such an assumption to be 
true. There would have to be some provision to go from peace- 
time to battle in seconds in the event that no warning is re- 
ceived or that such warnings are ignored. 

during battle are given simplified treatment 
later. Table 7-1 gives a more detailed descrip- 
tion, with examples, of the defensive functions, 
organized by function and by missile flight 
phase. 

Battle Management Functions 

In all phases of a battle the defensive sys- 
tem would have to track targets, assign weap- 
ons to destroy targets, aim, fire, and control 
those weapois, and assess the damage they 
do. It would üso continually report on system 
status to human commanders, transmit infor- 
mation among computer battle managers 
within a battle phase, and from the battle 
managers in one phase (e.g., boost) to the bat- 
tle managers in another phase (e.g., terminal). 
Additional functions, unique to each phase, are 
described in the following sections. 

Each of these functions would involve mak- 
ing many decisions in short spaces of time 
using data obtained from a variety of sources. 
For example, aiming a weapon at a target 
might be based on tracking data obtained from 
a BSTS combined with data from a laser range 
finder located on satellite battle station, and 
would require the prediction of an intercept, 
point for the target and weapon. 

Boost Phase 
The t^sk of detecting booster launches would 

be unique to the boost phase as would be pre- 
dicting the approximate trajectories of PBVs 
from those boosters penetrating the boost- 
phase defense. Trajectory prediction would 
needed so that space-based interceptors (SBIs) 

i    > 
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The components of any ballistic missile defense (BMO) system would have to be tied together in a battle management 
network. "Tie table below lists the kinds of functions such a battle management system would nave to perform, assuming 
a second- phase architecture of the type shown in Table 3-5 Computers would have to perform most of the functions. The 
BMD system architecture would specify locations and Interrelationships among the computers. The system might be more 
or less centralized, more or less hierarchical. The elements of the system need to be tied together in a communications net- 
work. Chapter 8 of this report further discusses battle management communications and computation requirements. 

Because different system components often perfcrm the same functions in different ways, the table gives hypothetical 
examples of how the functions are accomplished in different battls phases. The "hypothetical examples' are lust that- this 
table flrws not purport to outline a complete BMD architecture. 

The table is organized into 6 sections. The first 5 sections correspond to the boost, post-boost, mld-coursa terminal 
and self-defense parts of a BMD battle. The sixth outllies a battle of BMD system self-defense against anti-satellite weapons' 
The lunctions and 'heir descriptions are the same for each section of the table; what varies is the way the functions are ac- 
complishad Thus, to find out how objects might be tracked as part of the acquisition and discrimination function during the 
t jrminal phase, one reads the hypothetical example in the section of the t*ble devoted to the terminal phase 

s-. 
Function Description 

.•»-'-■ 

Acquire and discriminate objects       Sense objects of Interest 

Assoss Situation 

Decide Course of Action 

Distinguish between targets to attack and 
decoys or dehris 

Track objects 

Associate and Correlate objects sensed by 
different means or from different platforms 

Estimate whether enemy is attacking, and If so 
with hew many of what kinds of weapons with 
what battle tactics 

Assess which of own BMD forces are available 
for battle 

Authorize firing when ready, baaed on direction 
from higher authority If availabi* or as pre- 
authorteed If not 

Determine strategy and battle plan 

Select Targets a Direct Weapons       Choose which targets to strike 

Assign weapons 

Prepare engagement Instructions 

Employ Weapons 

Assess kill: decide which targets have been 
destroyed 

Control weapon 

Enable weapon 
Prepare weapon 

 Hypothetical Boost Phase Example 
Short and mid-wavelength Infrared telescopes 

on BSTS detect hot exhaust plumes from 
launch of boosters 

BSTS starts trank files to distinguish moving 
ICBMs from stationary background and clxjd 
clutter 

8STS sensors start to observe and record paths 
of Identified objects 

Battle management eompu,*rs compare 
Information gathered on two separate SSTS 
platforms and give same Identification number 
to the same observed objects 

BSTS detects IC3M launches, notes numbers 
and locations of launch sices, and determines 
types of missiles 

Bsttle management computers determine which 
space bs*ed space-based Interceptor (SBI) 
carrier vehicles (CVs) are !n range of launched 
ICBM boceters, and will be In range of Post- 
Boost Vehicles (PBVs) «hen they are released 
from ICBMs. 

If 3 or more ICBMs are launched within 1 
minute, space battle management computers 
are programmed to command launch of space- 
based SBIs when the 4th ICBM is detected 

Determine plan for which kinds of ICBMs from 
which locations and which PBVs to attack 
first based on trajectories, CV positions, 
predicted RV Impact points, and predicted 
times of PBV separation from missile 

Select the booster or PBV whose trajectory will 
plane it closest to the fly-out range of a 
particular CV 

Batt's management computer decides that SBIs 
no. 7888 and 7830 should attack target 
booster no. 754, and commands CVs to flight- 
check SBIs. 

Battle management computers send flight plena 
and target track Information to CVs. 

Remove a booster from the active target list 

Feed target Information to SBI guidance 
package 

Conduct flight check of SBI 

\ ■X' r •/. 
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Table 7-1.—Ballistic Ml* »He Dafmu Battl* Management Functions—continued 

Launch weapon 

Fly-out and kill 

Open leunch lube, eject and orient SBI, Ignite 
SBI rocket motor 

Batth manager trinsmlts guidance update to 
SBI based on SSTS tracking data; SBI nomei 
In on target booster or PBV 

•oat-Boost Phase 

Function Description Hypothetical Post Boost Phase Example 

Acquire and dircrlminate obiects        Sense x>j»cts ot interest 

Assess Situation 

Decide Course of Action 

Select Targets & Direct Weapons 

Employ Weapons 

Distinguish between targets to attack and 
decoys or debris 

Track objects 

Associate and correlate objects sensed by 
different means or from different platforms 

Estimate whether enemy is attacking, and if so 
with how many of what kinds of weapons with 
what battle tactics 

Assess which of own BMD forces are available 
for battle 

Authorize firing when ready 
Determine Strategy and Battle Plan 

Choose which taigets to strike 

Assign weapons 

Prepare engagement instructions 

Assess kill: decide which targets have been 
destroyed 

Control weapon 

Enable weapon 
Prepare weapon 
Launch weapon 

Fly-out and kill 

Mid-Course Phaee 

Infrared telescope on SSTS detects PBV after It 
separates from missile, and RVs and decoys 
after separation from PBV 

From differences in IR signatures and other 
data, such as PBV recoils, sensor system-j on 
SSTS distinguishes among PBVs. expended 
boosters, RVs, and decoys 

SSTS sensors continue to observe and record 
paths of identified objects 

Computers on two separate SSTS platforms 
compare Information gathered by each and 
give aame Identification number to the same 
observed objects 

Battle management computers determine 
whlchs CVs are In range of targetabte PBVs 
and RVs 

Battle management computers determine plan 
for attacking targetable PBVs that have 
survived earlier SBI intercepts and when to 
start attacking RVs that have been deployed 
from PBVs 

Battle management computers target the PBVs 
that will first be in range of SBIs 

Battle management computer decides that 
space-based SBI no. 12,543 should attack PBV 
no 328 and commands CVs to flight check 
SBIs 

Battle management computers send flight plans 
and target track Information to CVs 

Remove a PBV from the active target list 

Feed target information to SBI guidance 
package 

Conduct flight check of SBI 
Open launch tube, eject and orient SBI, and fire 

SBI rocket motor 
Battle menager transmits guidance update to 

SBI; SBI homes In on target PBV or RV 

Function Description Hypothetical Mid-course Example 

Acquire and discriminate objects       Sense objects of Interest 

Distinguif h between targets to attack and 
decoys or debris 

Track objects 

Infrared telescope on SSTS detects RVs and 
decoys 

Frorr. differences In motion after passage 
through dust cloud, lasei range-finding radar 
on SSTS identifies target RVs v. decoys 

SSTS sensors continue to observe and '•cord 
paths ot Identified objects 
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Tabla M.—Ballistic Misslt« Dafansa Batlla Managamant Functions—eontlnusd 

Asses» Situation 

Decide Course of Action 

Select Targets & Direct Weapons 

Employ Weapons 

Associate and correlate objects sensed by 
di'lerent means or from dltlerent piatforms 

Estimate whether enemy Is attacking, and l( so 
with how many of what Kinds of weapons with 
what battle tactics 

Assess which of own BMD forces are available 
for battle 

Authorize tiring when ready 
Determine Strategy and Battle Plan 
Choose which targets to strike 

Assign weapons 

Prepare engagement Instructions 

Assess kill: Decide which targets have 
destroyed 

Control weapon 

Enable weapon 
Prepare weapon 
Launch weapon 
Fly-out and kill 

Computers on two separate SSTS platforms 
compare Information gathered by each and 
give same Identlf'catlon number to the same 
observed obje-ta 

Computers determine which ERIS interceptors 
are In range of RVs 

Determine plan for which RVs to attack first 
Select the RVs within shortest flight time of a 

particular ERIS site 
Battle management computer decides that ERIS 

Interceptor no. 3001 should attack target RV 
no. 10,005 and commands fire control 
computer to flight check the Interceptor 

Battle management computer sends flight plan 
and target track Information to ERIS lire 
control computer 

Remove an RV In mid-course from the active 
target list 

Feed target information to ERIS guidance 
package 

Turn on ERIS warhead sensor 
Cool down ERIS homing sensor 
Fire ERIS rocket motor 
Battle manager transmits guidance updates to 

ERIS: ERIS homes In on target RV 

Terminal Phase 
Function Description Hypothetical Terminal Phase Example 
Acquire and discriminate objects        Sense objects of Interest 

Assess Situation 

Decide Course of Action 

Select Targets & Direct Weapons 

Distinguish between targets to attack and 
decoys or debris 

Track objects 

Associate and correlate objects sensed by 
different means or from different platforms 

Estimate whether enemy Is attacking, and if sc 
with.how many of what kinds of weapons will 
what battle tactics 

Assess which of own BMD forces are available 
tor battle 

Authorize firing when ready 
Determine Strategy and Battle Plan 
Choose which targets to strike 

Assign weapons 

Prepare engagement Instructions 

Assess kill: Decide which targets have been 
destroyed 

Infrared telescope on AOS detects RVs and 
decoys based on data received from SSTS; 
AOS passes data to TIR 

From differences in motion after passage 
through the upper atmosphere, ground-based 
radar Identifies target RVs v. decoys 

Ground-based radars continue to observe and 
record paths of identified objects 

Ground-based battle management computer 
compares track information handed-off by 
space-based battle management computer 
with ground-based radar data and gives same 
Identification number to the same observed 
objects 

Computers determine which HEDIs are In range 
of Incoming RVs 

Choose plan for which RVs to attack first 
Select the RVs nearest to a target and that can 

be reached by a h.PI 
Decide that HEDI no. 1897 should attack target 

RV no. 257 
Ready flight plan and target tracking 

Information for HEDI 
Remove an RV In terminal from the active target 

list 
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Employ Weapons Control weapon 

Enable weapon 

Prepare wesoon 

Launch weapon 

Fly-out ana kill 

Feed target Information to HEDI guidance 
package 

Tum on HEDI warhead sensor 

Cool down HEDI homing aenaor 

Fire HEDI rocket motor 

Battle manager transmits guidance update to 
HEDI; HEDI homes In on target RV 

BMO System Sell-Defense 

Description Function 

Acquire and discriminate obiects        Sen»* objects Of interest 

Hypothetical Self-Detenss Example 

Assess Situation 

Decide Course of Action 

Select Targets a Direct Weapons 

Employ Weapons 

Distinguish between targets to attack and 
decoys o- debris 

Track objects 

AMociat« and cc-relate ob|ects sensed by 
differs.it means or from different platforms 

Estimate whether enemy is attacking, and if so 
with how many of what kinds of weapons with 
whit battle tactics 

Assrss which of own BMD forces are available 
tor battle 

Authorize firing when ready 
Determine Strategy and Battle Plan 

Choose which targets to strike 

Assign weapons 

Prepare engagement Instructions 

Assess kill decide which targets have been 
destroyed 

Control weapon 

Enable weapon 

Prepare weapon 

Launch weapon 

Fly-out and kill 

Infrared telescope on SSTS detects direct 
ascent ASAT 

SSTS sensors continue to observe and record 
paths of Identified obiects 

Computers on two separate SSTS platforms 
compare information gathered by each and 
give same Identification number to »he same 
observed objects 

Computers determine target of ASAT and which 
CVs may be used to defend against 
approaching ASAT 

Choose plan for which ASATs to attack first 

Select the ASAT nearest to a particular CV 

Battle management computer decides that SBI 
no. 1024 should attack target ASAT no. 128, 
and commands CVs to flight check SBIs 

Battle management computers send flight plans 
and target track Information to CVs 

Remove an ASAT fro.n the active target list 

Feed target Information to SBI guidance 
package 

Conduct flight check of SBI 

Open launch tube, eject and orient SBI, and fire 
SBI rocket motor 

Battle manager transmits guidance update to 
SBI; SBI home» In on target ASAT  

NOTE Trie first tun colum.it of thi« table drew heavily from work of Albert W Small and P. Kathleen Groveston, Strategic Dtltnat Bttin Optitiont Frtmtwori, (Bedford, 
MA: The MITRE Corp.. July 1985). The hypothetical example» are supplied by OTA. 

could be launched in time to intercept the 
PBVs before they dispensed their payloads. 

Post-Boost Phase 

Tasks unique to the post-boost phase would 
be noting the separation of PBV from missile 
and observing the PBV as it dispensed its pay- 
load. To have a chance to destroy most PBVs, 
the interceptors would have to have been 
launched during boost phase, perhaps before 
PBV separation. To intercept the PBVs, the 

system would have to guide the SBIs launched 
earlier. For PBVs that survived to dispense 
their payloads, the system might start dis- 
criminating between RVs and decoys, perhaps 
by trying to observe differences in PBV recoil 
during the dispensing process. 

Mid-Course Phase 

The primary problem for the defensive sys- 
tem during mid-course would be to discrim- 
inate real warheads from decoys. The number 

) 
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of decoys may be in the hundreds of thousands, 
or even greater. Decoys and warheads may ap- 
pear very similar to optical, infrared, radar, 
and other sensors, both passive and active.' 

Terminal Phase 

During terminal phase, the defensive system 
would have to discriminate RVs from decoys 
using data handed off from earlier phases and 
using the atmosphere and radar signatures as 
discriminators. 

Table 7-1 shows the different functions a 
BMD system would have to perform during 
battle, and how different components would 
participate in different phases of the battle. 
The table assumes a second-phase architecture, 
such as described in table 3-6. It also shows 
the functions that would serve to defend the 
system against defense suppression threats. 

Interactions Among the Phases 

A BMD system would not be a sir ~'.e, mono- 
lithic entity. Instead, it would comprise many 
different elements, some of which would par- 
ticipate in only one or two phases of the bat- 
tle. In most system architectures, battle man- 
agement would be conducted by different 
battle managers during the different phases. 
Furthermore, some battle managers might be 
fighting one phase of the battle while others 
are fighting a different phase. Boost, post- 
boost, and mid-course managers would be lo- 
cated in space, while terminal phase managers 
would likely be on the ground. For the system 
to function most effectively, information, such 
as tracks and status of RVs and decoys, would 
have to be communicated from battle manag- 
ers in earlier phases to battle managers in later 
phases. 

Interactions for Tracking Purposes 
Est.abi:shinp, distributing, and correlating 

track information is a good example of a prob- 
lem involving interaction among different sys- 
tem elements and cooperation among battle 

managers. Detecting, identifying, and noting 
the current position of a target would not be 
sufficient for guiding a BMD weapon system. 
The target would move between the time that 
the sensor records its position and the time 
the weapon is fired. An SEI traveling at, say, 
8 km/sec, would take 250 seconds to reach an 
RV target if the SB I were fired at a range of 
2,000 km from the impact point. During those 
250 seconds, the RV would move 1750 km. Just 
as the hunter must lead the duck in flight as 
he fires his shotgun, the BMD system would 
have to aim ics SB I well ahead of the speeding 
RV.« 

The BMD system would therefore have to 
keep track of each target's motion and predict 
where the target would be at later times. The 
sensors would have to generate a "track file," 
i.e., a history of each target's motion through 
space. Given the target's past history in terms 
of position, velocity, and acceleration in three 
dimensions, a computer could then predict its 
future position. This prediction could then be 
used to aim and fire the weapon system. After 
the SB I was fired, the sensors would have to 
continue to track the target (and possibly the 
SBI), the track files would have to be updated, 
and mid-course guidance corrections sent to 
keep the SBI on a collision course. Mid-course 
corrections would be mandatory if the target 
acceleration changed after the SBI was fired, 
as would occur with multi-stage missiles. 

For directed-energy weapons or interactive 
sensor systems, the delay from the time that 
energy is emitted b„ the target until it reaches 
the sensor, and then from the firing of the 
weapon until the arrival of the kill energy trav- 
eling at the speed of light, would be very short, 
but not zero. At 2,000 km range, for example, 
13 milliseconds would elapse from the last sen- 
sor reading until the time a laser beam could 
reach the target. The RV would move about 
91 meters in this time, so some predictive ca- 

■Chapters 4 and 10 discuss the issues of discrimination dur- 
ing mid-course in more detail. 

'However, the RV would be moving on a ballistic or free-fall 
flight with no external acceleration other than the force of grav- 
ity. Therefore, predicting its future path or trajectory would 
be possible provided that the sensor generated two or more ac- 
curate three dimensional target positions. Predicting the future 
path of an accelerating, multi-stage missile would be much more 
difficult RVs that could maneuver would worsen the difficulties. 

75-922 0 - - 7 



mmmmr**ßm*m rmnm mumm mrnmi^mmimi*mmimm*!mmB*'i*Wf*!t* 

It» 

pability would be required.' In addition, the 
observable characteristics of the target would 
change drastically during the tracking opera- 
tion. The sensor systems would begin track- 
ing the hot booster plume. For boost phase 
kills, the sensors would have to acquire and 
track the cold booster body, or rely on calcu- 
lations of the missile bocy position relative 
to the booster plume for all booster/sensor 
orientations. After the last booster stage had 
burned out, the battle management computers 
would have to continue the track file on the 
surviving post-boost vehicles (PBV), even 
though tracking data might be derived from 
other types of sensors.-Finally, as individual 
RV's and decoys were deployed, the track files 
would have to proliferate, taking the last PBV 
track projection as the recently deployed RV 
track fJe, until it could be verified and updated 
by long wavelength infrared sensors. 

The data handling problem would be com- 
pounded by RV's that survived the boost and 
post-boost defensive attacks. The surviving 
K V 's would usually pass out of the field of view 
of the initial sensor. The track file obtained 
from one sensor's data would then have tc be 
correlated with the data from another sensor.* 
Track data would be passed to the appropri- 
ate weapons platform at each stage of the bat- 
tle. Eventually the track files of surviving tar- 
gets should be passed on to the ground-based 
terminal defensive systems to aid in the final 
kill attempts. Information on decoys and other 
rocket or killed target debris should also be 

'In genera] it would take additional time for the sensor signal 
processor to analyze the sensor data and for the track file to 
be updated after the last signal was received; the actual elapsed 
time between observation and the order to fire the weapon might 
be 5 to 10 seconds, so the target might move as much as 70 
km even for a directed-energy weapon. 

•If battle managers, sensors, and weapons were organized into 
Autonomous battle groups, then each battle manager would have 
to hand off and receive track data as targets passed through 
the field of view of sensors in its group, or it would have to per- 
form all of its own target acquisition and discrimination. If there 
were a single battle manager to handle all tracking and correla- 
tion, it would have to maintain track files on all targets. Such 
an organization would tie system survivability to survivabil- 
ity of the central battle manager. Finally, if battle groups were 
to use fixed battle management platforms, but different sen- 
sors and weapons as the battle continued, then the battle 
managers would have to correlate tracks from different sensors 
as the sensors moved in and out of its group. 

transmitted, to avoid attacking too many false 
targets. 

System Performance atid Interaction 

The ability to correlate data well from differ- 
ent sensors (required to gut accurate three- 
dimensional track histories, could have a 
strong effect on system performance, as could 
the ability to correlate track files exchanged 
among battle managers both within and be- 
tween phases. Poor performance in the early 
phases would mean many RVs leaking into 
later phases, with possible overload of re- 
sources assigned to mid-course and terminal 
phases. 

Distinctions Among the Phases 
In all phases the defensive system would 

have to perform many similar functions, such 
as tracking; weapons assignment; aiming, fir- 
ing and controlling weapons; and reporting sta- 
tus. Sensors and weapons would vary consider- 
ably from one phase to another, however. For 
example, boost, post-boost, and mid-course 
tracking would be done primarily by space- 
based infrared sensors such as those incorpo- 
rated in the BSTS and SSTS systems. Termi- 
nal phase tracking would be done by a com- 
bination of airborne infrared sensors and 
ground-based radars. The software and hard- 
ware used to perform the sensing, discrimina- 
tion, and tracking functions in differsnt phases 
would likely be quite different; aiming, firing, 
and controlling weapons might be similar. 

Some phases would require unique functions. 
A good example is interactive discrimination 
of RVs from decoys for mid-course defense. 
Candidates for such discrimination, such as 
neutral pt rticle beam systems, would likely be 
controlled by unique computer software and 
hardware adapted to the task. 

Reconfiguration 

In addition to fighting the battle, the sys- 
tem would also have to be able to reconfigure 
itself during and after the battle, to compen- 
sate for damage done to it, in preparation for 
further or continued engagements. In the post- 
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Pholo crtdll: U.S. Air Fore» 

Command Post of the North American Aerospace Defense (NORAD) Cheyenne Mountain Complex near Colorado 
Springs. Colorado. In case of war, computerized information on an incoming borrber or missile attack on the United 
States would be analyzed here and passed on to ether civilian and military officials. If the United States had a boost- 
phase ballistic missile defense system, the time available for human declsionmaking on whether to use the system 

might be measured in seconds. 

battle case, this might be done with human 
assistance. 

Opportunities for Human Intervention 

Tracking and discriminating objects, aim- 
ing and firing weapons, and managing the bat- 
tle would require computers. During peace- 
time, humans could monitor surveillance data 
after it had been processed and displayed in 
a form suitable for human interpretation. 
Human decisionmakers could deduce from the 
events monitored, among other things, whetn- 
er and when the defensive system should be 
placed in alert status, ready to cope with a bat- 
tle. Once the battle started, however, the re- 
sponse time and data processing requirements 
would severely limit the opportunities for hu- 
man intervention. There are four possible hu- 

man intervention points under consideration 
in currently suggested BMD architectures: 

• the decision to move the system from 
peacetime status to alert status, 

• the decision to release weapons, 
• the decision to switch to a back-up for one 

or more of the algorithms (see box 7-A) 
used by the battle management comput- 
ers, and 

• selection from a pre-specified set of tac- 
tics for terminal phase, made as a result 
of observations of earlier phases of the 
battle. 

Transition to Alert Status 

Humans could decide to move from one level 
of alert to another in hours or minutes, as com- 
pared to .'-actions of seconds for computers 
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3ux 7-A.—Algorithms 

Methods for solving problems by the Ua« of computers are often expressed as algorithms. As 
described by John Shore, 

An algorithm is a precise description of a method for solving a particular problem using operations 
or actions from a well understood repertoire.1 

More technical definitions often require that the description contain a finite number of steps, 
each of which can be performed in a finite amount of time, and that there be specific inputs and 
outputs. As explained by computer scientist Donald Knuth, 

The modern meaning of algorithm is quite similar to that of recipe, process, method, technique, proce- 
dure, routine, ...' 

Carrying out the steps of an algorithm is known as "executing it." If one thinks of a recipe 
for baking a cake as an algorithm, then executing the algorithm consists of following the recipe 
to produce the coke. The following is a simplified example of an algorithm that might be used in 
the early stages of the design of a BMD system. The purpose of the algorithm is to detect the launch 
of boosters. We assume that the system uses a sensor on a satellite that can scan the Soviet Union. 
The sensor is composed of a number of different elements, each of which is sensitive to the radiation 
emitted by a booster. The Soviet Union is divided into regions, and each detector element periodi- 
cally scans sequentially across a number of regions. 

1. For each detector element, record all detected radiation sources greater than the threshold 
for a booster as the detector scans across the Soviet Union. Record the time of occurrence 
of each detection as well as the intensity of the source. 

2. For each source recorded, identify its region of origin. 
3. Compare the occurrences of sources in the current scan with occurrences from the previous 

two scans. Count all events consisting of occurrences of sources in the same region for three 
consecutive scans. Flag each such event as a launch. 

4. If data have been saved from more than 2 consecutive scans, discard the data from the oldest 
scan and save the data from the current scan. 

5. If no launches were observed, go back to step 1, otherwise continue with step 4. 
6. If launches were observed, notify the system operator. 
While this description is simplified, e.g., omitting consideration of booster movement across 

regions, it is an algorithm because the operations needed tc perform each step could be completely 
specified; furthermore, it could be implemented as a computer program. 

Although the number of steps used in describing an algorithm must be finite, the definition 
does not require that the algorithm terminate when executed. Many algorithms are designed to 
be non-terminating, such as the following simplified description of how a radar processing system 
might operate: 

1. Send out radar pulse. 
2. Wait a pre-calculated interval for a return pulse. 
3. If there was a return pulse calculate the distance to the object. 
•i. <io back to step 1. 
Despite not terminating, this algorithm still produces useful results. Some algorithms terminate 

under certain conditions, but do not terminate and produce no results under other conditions. Con- 
ditions under which algorithms do not produce the desired results are known as error or exception 
conditions and the occurrence of such conditions as undesired events. Foi the following simplified 
algorithm, which tracks a target based on radar returns, the failure of the rai'ar pointing mechanism 
is an undesired event that causes the algorithm to continue endlessly, prod icing no useful result. 

1. Retrieve the last known target location, velocity, and acceleration. 
2. Calculate the estimated current target location. 

'John Shore, The Sechertorte Algorithm tad Other Antidotes to Computer Anxiety (New York, NY: Viking Press. 1985). p. 131. 
'Donald E. Knuth. The Art ot Computer Programming, Vol. 1: Fundamental Algorithms (Reading, MA: Addison Wesley. 1974), p. 4. 
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velocity, and acceleration.                                                                                       ,,.,....„. 

might be grossly wrong.   

during battle. The humans' decisions could be 
based on data gathered from sources both 
within and outside the BMD system. The com- 
puterized battle-time decisions would be based 
on data acquired by the system's sensors. 

Weapons Release 
Once a human had permitted the transition 

to the highest level of alert, the system would 
function automatically, responding to threats 
as it perceived them.7 It would be possible to 
build human intervention points for the release 
of weapons into the battle management, proc- 
ess. In the first-phase and second-phase sys- 
tems described in chapter 3, the first weapons 
to be released would be the SBIs. The period 
from the time that a missile launch was first 
perceived by BMD sensors until SBIs would 
have to be launched to intercept a missile still 
in its boost phase would be quite short—a few 
minutes at most. Accordingly, if humans were 
to control the release of weapons, they would 
have to monitor the defense system's opera- 
tion continuously once it had moved to the 
highest alert status. 

Since it may be necessary to release hun- 
dreds or thousands of SBIs within minutes, 
a human operator would not be able to author- 
ize release of individual SBIs. Because of the 
rapid reaction times needed, continual human 
intervention in the weapons release process 
would likely degrade system effectiveness un- 
acceptably. It might be feasible to intervene 
when previously unused weapon systems were 

"The AEGIS ship defsnse system, often cited as performing 
many of the same functions as a BMD system, relicts completely 
automatically to incoming threats when in the highest level of 
alert mode. For some threats, AEGIS must react within 15 se- 
conds from the time a threat is detected. 

brought into the battle. As an example, if 
neutral particle beam (NPB) weapons had not 
been used before enemy missiles reached mid- 
course, then a human might be called on to au- 
thorize their use during the mid-course part 
of the battie. Even such occasional interven- 
tion might degrade performance somewhat. 

Switching to Back-ups 
During the course of the battle it might be 

possible for a human observer to determine 
that a BMD system was malfunctioning. For 
a human to notice, the malfunction would prob- 
ably have to be gross, such as a failure to fire 
interceptors or firing interceptors in obviously 
wrong directions. If the problem lay in the al- 
gorithms used by the battle management com- 
puters, and if the system were designed in such 
a way that back-up algorithms were available 
to the computers, then the human might com- 
mand the battle management computers to 
switch to a particular back-up algorithm.8 

Human intervention of this type is rarely 
used in existing systems because the human 
cannot interpret the situation correctly in the 
available time, and because it is difficult to de- 
sign the software to switch algorithms success- 
fully in mid-computation. In most systems, the 
gain is not worth the added software complex- 
ity. The potential gain for BMD from such in- 
tervention would be that in the cases where 

•Switching to a backup algorithm should not be confused with 
situations where a computer uses built-in diagnostics to deter- 
mine the occurrence of a hardware malfunction and then auto- 
matically switches operation to a redundant component. Such 
diagnostic, and hardware redundancy for automatic switching 
are now used in some critical applications, such as airline trans- 
action systems, telephone switching systems, and battle man- 
agement systems such as AEGIS. 
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the system had been badly spoofed by the 
enemy, and the human operator quickly rec- 
ognized the symptoms, cause, and needed cor- 
rective action, recovery might be possible in 
time to continue the battle. The risk would be 
that the operator would misjudge the situa- 
tion, or that the complications involved in pro- 
viding the appropriate interface to the opera- 
tor, both in additional software, hardware, and 
communications capability, would make the 
system less reliable. 

Selection of Tactics 

Because the boost, post-boost, and mid- 
course phases of a BMD battle would last 20- 
30 minutes, a human commander might be able 
to evaluate the results of those phases in time 
to affect the tactics used during the terminal 
phase. To do so, he would have to be presented 
with status reports during the battle. Based 
on his analysis of the battle, and on choices 
of previously-determined tactics presented to 
him by an automated battle manager, he could 
choose the terminal phase tactics to be used. 
Again, because of the time-scales and data 
volumes involved, he would probably not be 
able to alter his choice once the terminal phase 
began. 

Increasing degrees of human intervention 
would require increasing complexity in the in- 
terface between humans and the battle man- 
agement system. A sophisticated interface be- 
tween human and computer would be needed, 
allowing the human to observe status and is- 
sue commands, and, when appropriate, receive 
acknowledgements. Such an interface would 
add complexity to the software. Furthermore, 

the human opentor(s) would probably have to 
have authority to release weapons, as there 
might not be time to consult with higher au- 
thorities. 

Common to all BMD system designs that 
require human intervention at any stage is the 
need to provide secu'°. rapid communications 
between the human and the battle manage- 
ment computers. If part of the system were 
in space, then most likely there would be a need 
for space-to-ground communications.* 

For all of the preceding reasons, it seems 
likely that a BMD system would operate 
almost completely automatically once moved 
to an alert status in preparation for battle. 

The preceding analysis illustrates the diffi- 
cult trade-offs involved in designing a battle 
management system. In considering the inter- 
face between humans and the system, the de- 
signer must trade off communications secu- 
rity against the need for human intervention 
agi'inst system structure against complication 
ol the computing tasks. He must also balance 
system performance against all other consider- 
ations, deciding whether the system could per- 
form better and more dependably with the aid 
of a human than without, and whether any ex- 
tra complication in the human-computer inter- 
faces would be worth whatever capability and 
trustworthiness might be added by the human. 

•Even if a human operator were space-based, he might need 
to communicate with higher authority on the ground. Such com- 
munications would probably not require as rapid data commu- 
nication rates as battle-management-to-operator communi- 
cations. 

SUPPORTING FUNCTIONS 
Table 7-1 shows the primary battle manage- 

ment functions, but does not include several 
'»üpporting functions. Most important of these 
are communications and recovery from dam- 
age and from failures. Both of these functions 
are needed in all phases, with communications 
playing its traditionally crucial role in battle 
management and with recovery invoked as 

needed. Both communications and recovery 
procedures would be completely automated 
during a battle. Because of the short decision 
times involved during boost, post-boost, and 
terminal phases, recovery would have to be ex- 
tremely rapid; delay? would result in RVs mov- 
ing on to the next phase or reaching their tar- 
gets. Long delays in recovery could also reduce 
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the opportunities for a battle manager fight- 
ing in one phase to pass information along to 
battle managers fighting in the next phase. 

Communications 

Automated communications links between 
sensors and battle management computers, be- 
tween different battle management computers, 
between battle management computers and 
weapons, and between battle management 
computers and humans, would all be needed 
for effective battle management. Data would 
be continually transmitted over a battle man- 
agement communications network during «dl 
battle phases. 

Recovery From Damage and Failures 

Present in all phases would be the need to 
recognize and recover from system failures and 
from damage to system resources. Individual 

system components would have to monitor and 
report their own status continually. They 
would have to try to recover from local failures, 
whether internally generated—perhaps by a 
software error—or externally generated—per- 
haps by a detonation of a nearby nuclear anti- 
satellite weapon causing radiation damage in 
a computer chip. 

Some instances of system damage and fail- 
ure, suc'i as destruction of several adjacent bat- 
tle management platforms or communications 
controllers, would require recovery based on 
"global information," i.e., information about 
the status of the entire BMD system and the 
entire battle. Examples are knowing how to 
reroute communications around damaged 
nodes in the communications network, or 
knowing which battle management computers 
were in position, both physically and in terms 
of resources available, to take over the func- 
tions of a disabled battle manager. 

COMPLEXITY OF BATTLE MANAGEMENT 
Conduct of a successful BMD battle would 

be similar to the conduct of a large conven- 
tional battle in that it would require the or- 
chestration of many different kinds of compo- 
nents under precise timing constraints. The 
problem may be ameliorated somewhat by pre- 
planning some of the orchestration. The differ- 
ence is that in a BMD battle the time con- 
straints would be tighter, the battle space 
would be larger, the fighting would largely be 
automated, the components would be previ- 
ously untested in battle, nnd there would be 
little chance to employ human ingenuity to 
counter unanticipated threats or strategies. 

The only kind of BMD system for which the 
U.S. has battle management software devel- 
opment experience and an understanding of 
the attendant problems is a terminal defense 
system, such as SAFEGUARD. Some con- 
sider even this experience as suspect, since 
SAFEGUARD and other systems like it were 
never used in a real battle. Adding a boost- 
phase defense would add complexity to the sys- 

tem and require the inclusion of technologies 
hitherto untried in battle. It would also be the 
first time that software was used to control 
highly automated space-based weapons. 

Adding a mid-course defense would probably 
increase the software complexity past t hat of 
any existing systems. The burden of effectively 
integrating information from different sensors, 
controlling different weapons, coordinating in- 
teractive discrimination to distinguish among 
hundreds cf thousands of potential targets, 
and selecting effective strategy and tactics- 
all while trying to defend against active coun- 
termeasures—would fall on the software. (Soft- 
ware issues are discussed in detail in ch. 9.) 

Approaches to reducing complexity center 
on "divide and conquer" strategies applied to 
architecture definition, aided by simulations 
of the effectiveness of different battle manage- 
ment architectures. Those who favor such ap- 
proaches believe that the system could be 
designed and built in small, relatively inde- 
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pendent pieces that could each be adequately 
tested, and that could be jointly subjected to 
peacetime tests. As an example, each intercei • 
tor carrier vehicle might contain a battle man- 
ager, designed to fight independently of other 
battle managers. They argue that the system 
could be easily expanded by adding more 
pieces, e.g., more CVs each with its own bat- 
tle manager. Since the pieces would tend to 
be independent, the reliability of the system 
would be more strongly related to the reliabil- 
ity of an individual piece, rathor than to the 
joint reliability of all pieces, i.e., knowing that 
individual pieces were reliable would suggest 
that the whole system was reliable. Also, the 
failure of a single piece might not be as cata- 

strophic as in an architecture where the pieces 
were highly interdependent. 

Those who doubt the effectiveness of such 
a strategy in the face of the complexity induced 
by BMD requirements argue that making the 
pieces independent would require making them 
very complex. They further note that histori- 
cally no approach has led to the development 
of a weapon system whose software worked 
correctly the first time it was used in battle. 
The greater complexity of BMD software over 
existing weapon systems leads them to believe 
that a BMD system would have little chance 
of doing so. 

BATTLE MANAGEMENT ARCHITECTURE 

A battle management architecture is a speci- 
fication of the battle management functions 
to be performed by different system compo- 
nents aiid the relationships among tho3e com- 
ponents. Components may be software, such 
as a set of computer programs that would al- 
locate weapons to targets, or hardware, such 
as the computer(s) used to execute those pro- 
grams. (See also ch. 3.) 

A significant architectural trade-off concerns 
the degree of coupling among battle managers 
(see box 7-B). Some proposed architectures use 
a very loosely coupled system with little com- 
munication among battle managers, similar to 
the "almost perfect" architecture described in 
the Fletcher Report.10 Such architectures tend 
to locate battle managers on board carrier ve- 
hicles. Others use a more tightly coupled sys- 
tem with track and other data exchanged 
among battle managers for coordination pur- 
poses. They often locate battle managers on 
separate platforms. 

"James C. Fletcher, Study Chairman and B. McMillan. Panel 
C airman. Report of the Study on Eliminating the Threat Posed 
by Nuclear Belbstic Missiles: Volume V, Battle Management, 
Communications, and Data Processing, (Washington, DC: De- 
partment of Defense, Defensive Technologies Study Team, Oct. 
1963). p. 19. 

Box 7-B.—Centralization, Distribution, 
and Coupling 

A centralized system concentrates comput- 
ing resources in one location and may consist 
of several processors that share the same 
memory and are housed together physically. 
Such a system is known as a multiprocessor. 
The processors are able to communicate with 
each other at very high data rates, and are 
said to be tightly coupled. As the processors 
are physically moved apart, acquire their 
own, separate memories, and as the data com- 
munication rates among them decrease, they 
acquire the characteristics of a distributed 
system, also called decentralized, and are said 
to be loosely coupled. 

An important factor in understanding the 
degree of coupling is the criterion used to par- 
tition the battle space into segrients so that 
each battle management computer has respon- 
sibility for a segment. Indeed, criteria for 
segmentation are one way of extinguishing 
among architectures. Segments might be geo- 
graphically determined and of fixed location, 
or might be determined by the clustering of 
targets as they move through space, or might 
be determined by the location  of battle 
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managers, CVs. sensors, and other system re- 
sources during a battle. 

Although the Eastport Group" recommended 
that BMD battle managers be hierarchically 
structured, the Fletcher Report" suggested 
that a logical battle management structure 
that was almost perfect would not be hierar- 
chical, but would consist of a single battle man- 
ager replicated a number of different times, 
with each copy physically located on a differ- 
ent platform. The Fletcher report also noted 
that such an architecture might be very costly, 
that there might be equally effective and 
cheaper alternatives, and that it was impor- 
tant to look at technical issues that distin- 
guished among those alternatives. An exam- 
ple given was the effectiveness of algorithms 
that allocated weapons to targets based only 

~Eastöört Study Group Report. "Report to the Director, Stra- 
tegic Defense Initiative Organizaücu, 1985." 

"FleUher Report, op. cit., footnote 10, pp. 9-21. 

on local data. As yet, few detailed studies of such 
technical issues appear to have been made. 

The Eastport Group recommended the de- 
velopment of a decentralized, hierarchical bat- 
tle management architecture." Architectures 
currently under consideration for BMD sys- 
tems are consistent with that recommendation. 
In a typical such architecture, each battle man- 
ager would report as necessary to battle 
managers at higher levels, and would receive 
commands from them. There might be 3 layers 
of battle managers; the lowest layer would be 
local battle managers, which perform the fight- 
ing functions. The next layer would be regional 

~The Eastport Study Group is the name used to refer to the 
SDIO Panel on Computing in Support of Battle Management. 
It was appointed "to devise an appropriate computational/com- 
munication response to the SD1 battle management compil- 
ing problem and make recommendations for a research and tech- 
nology development program to implement the response. Its 
report was issued in December 1985. 

Box 7-C.—Hierarchies and System Design 
Designers of systems find it useful to impose a structure on the design. For complex sy? terns 

seveÄerenl sYrSres may be used, eaST allowingjthj-^S^SS^S^S^ 
concern In systems where many components are involved, such as complex software'systems, iaxge 

individuals of different rank, and the relationship is "obeys the commands of.   e.g.. a üeutenant 
obeys the commands of a captain. »-Ä„„k;^ 

Manv proposed SDI battle management architectures use some variation of the ^""«"P 
•• JSS    nS are resolved by/' Thus, local battle ^^^^Z^SSSS^Z 

i   J w„ -«^o»,0i Korrle mnnairers However, another important battle management nierarcny is 

%£££ZZ£S^^ iSTSff Totr**18 communicat,ons 
needs for the BMD system, and is sometimes confused with the former. 

A tree is a special lorm of hierarchy in which a component at one level is only «j»£» »»one 
 * „i„r !r thVnext hieher level The military chain of command is an example. A lieutenant 

trees to be the most promising for SDI.' . 
Structures may describe relationships among entities in a design, independent of physic JI rela- 

tionS^s among system components. Such structures are sometimes known as logical structures. 

—fhTiastport Study Group i. the »am. _d ^»t£^ 
pointed "to devise an appropriate compuUtional/comn,un.c«tioiv™J»ns« * "" = "T"£«,„« ^t. report wa. issued in December 1985. 
Smmend.tion, for . research and ^'°*%.dev£P™"' f-X^P^by CL^BS M J^T™. C. Fletcher, Study Chairman. 

•See. for «ample./^rt om* Study or ^^^ 
Volume V. Battle Management, Communications, and Data Processing, twrtiungmn. uv,      v 

Study Team. October 19831. p. 18. ^  
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battle managers, which would resolve conten- 
tions for resources among local battle manag- 
ers, as batt'e managers, sensors, and weapons 
moved, and which would assign responsibil- 
ity for targets passing between battle spaces. 
At the top would be a global battle manager 
that would establish strategy for the regional 
and local battle managers and that which 
would provide the interface between humans 
and the system. The battle space would be par- 
titioned into segments such that each battle 
manager in the lowest layer of the hierarchy 
had responsibility for a segment. As battle 
managers and targets moved through the bat- 
tle space, information concerning them, such 
as type of target, location of target, and trajec- 
tory of target, would have to be moved from 
one computer to another. 

Some recent proposals have suggested fewer 
layers in the battle management hitrarchy. In 
such architectures, the hierarchy of automated 
battle managers is flat, i.e., there are no re- 
gional battle managers, and the top layer is 
a human commander. Such organizations have 
been designed so that battle managers may 
act almost independently of each other. 

The volume of data to be communicated 
among the battle management computers 
would depend on the degree of coordination 
among the battle managers required by the 
battle management architecture. (See chapter 
8 for estimates of communication require- 
ments.) The determining factor is the amount 
of target tracking information that would have 
to be exchanged. Since there might be hun- 
dreds of thousands of objects to be tracked dur- 
ing mid-course, architectures that required 
tracks of all objects to be exchanged among 
battle managers would place a heavier load on 
communications than those that required no 
object tracks to be exchanged. The price paid 
for exchanging less information, however, 
would be the traditional one: the ability to co- 
ordinate  the  actions  of different  battle 
managers would be hampered and the overall 
efficiency of battle management might be de- 
creased. 

The efficiency-volume trade-off may be seen 
by considering the transition from one phase 
of the battle to the next. As an ei emple, the 
terminal-phase battle managers would have 
the best chance to destroy targets if they re- 
ceived target-tracking information from the 
mid-course battle managers. Without such in- 
formation they would have to acquire, track, 
and discriminate among targets before point- 
ing and firing weapons. With such information 
they would only have to continue tracking tar- 
gets and point and fire weapons. In such a sit- 
uation, one might suggest combining the mid- 
course and terminal-phase battle managers 
into one set of programs on one computer as 
opposed to a more distributed system with in- 
formation transmitted among battle manag- 
ers. Unfortunately, this organization would 
probably complicate the battle management 
task, since there would be somewhat different 
functions to be performed in the different 
phases, and since the way functions would be 
implemented in different phases would be 
different.14 

The Eastport Group believed that a hierar- 
chical battle management organization would 
simplify the computing job of each battle man- 
ager and would allow the battle managers to 
act without frequent interchange of informa- 
tion." The concerns of each battle manager 
could then be simplified more than in a non- 
hierarchical organization, battle managers 
could be added to the system as needed, and 
the system would still survive if a few lower 
level battle managers were lost. 

•Since different weapons would be used in the terminal phase 
as compared to the mid-course, pointing and controlling the 
weapons would be done differently. Similarly, different sensors 
may be used to discriminate between targets and decoys re- 
quiring the allocation of resources with different characteris- 
tics and therefore a different resource allocation algorithm 

Some earlier proposed architectures required the battie 
.nanagers to be tightly coupled, exchanging considerable infor- 
mation with each other frequently. The Eastport Study Group 
rejected such an architecture because of the computing and com- 
munications burden it would place on the battle managers, and 
because of the complexity it would induce in the battle man- 
agement software. 
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Decentralizing battle management means 
that the battle management tssk would be 
physically distributed among different com- 
puters. Decentralization would permit other 
battle managers to continue fighting even if 
a local battle manager were di? abied. However, 
if the degree of coupling were high, the loss 
of data from the disabled battle managet mi^ht 
result in reduced effectiveness of the others. 
Without a specific design and a way of effec- 
tively testing architectures, it is difficult to 
verify claims about their merits and deficien- 
cies. Such tests would have to be based on 
simulations and on whatever peacetime tests 
could be conducted. •• However, the apparent 
disadvantages of a decentralized, hierarchical 
system would be: 

• contentions for rc<»ources would have to 
be resolved at up^er levels of the hierr^r- 
chy, possibly adding complexity to tne 
computational problem as a whole, 

• the actions of battle managers would b« 
based mainly on local data, perhaps result- 
ing in inefficiencies e.g.. adjacent battle 
managers might both si oot at some of the 
same targets, thereby wasting shots, un- 

,vThe prroosed National Test Bed. mifrht provide some of the 
simulation capabilities needed for architecture evaluation. 

less sophisticated battle management al- 
gorithms to compensate for the informa- 
tion loss could be developed, 

• if strategic and tactical decisionmakmg 
were concentrated at one level in the hier- 
archy, disabling some or all of that level 
could greatly reduce system performance. 
Such damage would be easier to accom- 
plish if there were relatively few battle 
managers at that level, as might be true 
at the higher levels of the hierarchy. 

The Eastport group beb'eved that the advan- 
teges of a hierarchical, decentralized system 
far outweighed the disadvantages. Evaluation 
of advantages and disadvantages must await 
a design specific «nough to be tested, and an 
effective t»-st method. 

No matter tb e choice of structure for battle 
management, some technology would be strained 
and software dependabüity would be a key is- 
sue. Centralization would appear particularly 
to stress computational performance and sur- 
vivability. Decentralization would appear to 
require more sophisticated software at the lo- 
cal battle manager level and would increase 
the weapons supply needed. All architoctures 
would require secure communication, whether 
to exchange track data, or to receive sensor 
data, or to communicate with the ground. 

CONCLUSIONS 

Ballistic missile defense battle management 
would be an extremely complex process. The 
number of objects, volume of space, and speed 
at which decisions would have to be made dur- 
ing a b». tie preclude most human participation. 
Aside from authorizing the system to move 
to alert status, prepared to figr*. automatically, 
at best the human's role would be to author- 
ize the initial release of weap Dns and to change 
*.o back-up. previously-prepared, strategy or 
tactics. Decisions about which weapons to use, 
•*heu to use them, and against which targets 
to use them would all be automated. Inclusion 
of human intervention points would likely add 

complexity to an already complex system and 
to compromise system performance in some 
situations. On the other hand, if an attacker 
had successfully foiled the primary defensive 
strategy, human intervention might allow re- 
covery from defeat. 

Battle management architectures as yet pro- 
posed are not specific enough for their claimed 
advantages and disadvantages to be effec- 
tively evaluated. Such evaluation must await 
both better architecture specifications and the 
development of an effective evaluation tech- 
nique, perhaps based on simulation. 



196 

» 

•** 



/97 I 

Chapter 8 

Computing Technology 

i 



Introduction       ....... ■ •»•   •> ....... - •. * ^ . •.....;_..-.->•. ««..•.• ....;•• • 
The Need Kc Automation '.;■.;..'....... • ...:<....;. •.- ■ >.;• • •♦ .•.?»•.-• • •• • • •.:• • *»» 
Integrating Sensors. Weapons, and Computers.... .^. .^;..;. .v.v..... •■••«" 
Conanunicettons and Computer Networks.;s .:;...;.........-,-.... -... • v« • • *jj* 
Communications Networks.v ......... "'■•->*•'••■• ■• '* •• *;;•.>>•->* **-"~ • • ■*"* 

Simulations end t'»e National Test Bed..'...... --■. ..■»;.. ,'*..•> .•>.-.•■■•■ • '• •; ■•■:•- : ■• JJ? 
Simulations and Systems Development  ^ -,.... MO 
Current Ba'ctie Simulation Technology '••••• • gg' 
The National Test Bed   MI 
Compute« in Support of BMD System Development   .,.................... M» 
Computing Technology Tradeoffs...,... • •  • • • • • - •>?";'• H *■-' "<"'.'" * «lO 

Processor Technology -V............. • • • • • • ,■ • • • •«.•'• ...•••••••••• •■•*«' 
Capabilities of Existing Computers ... •. • • • • - • • • • f *" 
Ne* Computer Architectures  . ......... •••*** 
Space Qualification and Radiation Hardening...... ....*. s.. v.. • ■ • • 'V ■ "fJJ 

^Conclusions'.,;.'... v . ••• • .'•'.'•r--->':».- 'UvUHVVvH?>H::UUU!'"^'91r . 
Reliable, Beetle Communicaäcns ........:......... - .-,..-.-. ' <• • •. • • •• • ;|JJ 
Simulations  • • .........•.•.••••••  '  'oic 
Technology,and Architectural Tradeoffs ..........;. ...,,.-,••»>.• •-• • ~ •  V*}* 
Computational Requirements......... .w>;.■■•'. •''• •• ;• • • ■•■•••.*/^ ♦—;•;♦'• "*;- * '***■ 

".■>.'•■'■.■•    .■.'•;•:. , •'.■•>" •:='••■' •■■''' .■'.'■   .•'''ir.--:'v •"^: " f ^,-4-'-;---:- :j!.;'7,;K ••.''.'-, •.• 

.;> T^-^w-^--^;- ■ ■ ■■■. ^UH' '' -V' Box* ^-y^-^l^^^rpu^^^.. 
_■ ■■; •:-'•;"'= •-;.'/.-;..':;••:-      Ays 
«ox ■■••.•■■'.-. 206 
8-A. Simulations • • •• -...•.•'• •■ ......--..;••••• •■•-!•- * •*"" 
8-B. MIPS, MOPS, and MEGAFLOPS • • • • •  •    • •  •• • • • Z13 

■: Tubles 
•''■»'' •:    Page 

TabhNo. .   ^ .        «    ^ oon 
8-1. Computers in a Ballistic Missile Defense System ...     ;......,/«. • • jw 
8-2. Computing Performance Requirements. • - v...........v-r;. ;'?»11 

':'■'■■'    ■ '-;.""■'   '' : .   •'      •    " ->'■.'" •. -    ^:',' V.  ■'■'  i/ - ■ '   '."   ''*-•■'":"■.%' ■- ':• ' '.• "  ...'-, '■',■'*■ •   •'•'   i "  ''• 

,.*.;, -: .VJ- t 



Chapter 8 

Computing Technology 

INTRODUCTION 

This chapter discusses the demands that bal- 
listic missile defense (BMD) systems would 
place on computing technology, and the trade- 
offs that would have to be considered in satis- 
fying those demands. Initial sections discuss 
why BMD would ne- d computers and how it 
would use them for battle management, weap- 
ons control, sensor data processing, commu- 
nications, and simulation. Later sections de- 
scribe the technology used to build computers 
and the requirements that the Strategic De- 
fense Initiative (SDI) imposes on that technol- 
ogy The chapter concludes with key issues 
posed by SDI computing needs. Any descrip- 
tion of computing technology must be accom- 
panied by a discussion of software and soft- 
ware technology issues; these can be found in 
chapter 9 and appendix A. 

The Need for Automation 

The rapid response times and volume of data 
to be processed would require the use of com- 
puters in every major BMD component and 
during every phase of battle. Humans could 
not make decisions fast enough to direct the 
battle. The launch of thousands of intercon- 
tinental ballistic missiles (ICBMs), some em- 
ploying fast-burn rocket boosters, might per- 
mit less than 60 seconds to detect, track, aim, 
and fire weapons at the first boosters to clear 
the atmosphere. During mid-course it might 
be n'jcescary to account for a million objects 
and to discriminate among hundreds of thou- 
sands of decoys and thousands of reentry ve- 
hicles (RVs). In the terminal stage, RVs in the 
atmosphere would have to be quickly located, 
tracked, and destroyed by interceptor missiles. 

Mutual occupation of space by two defen- 
sive systems of comparable capab;Iities might 
require considerably faster reaction times than 

Note: Complete definitions of acronyms and iniüalisms 
are listed in Appendix B of this report. 

those needed to meet a ballistic missile attack 
alone. Countering an attack by space-borne 
directed-energy weapons would require re- 
sponse times of seconds or less to avoid the 
loss of critical defensive capabilities. The crit- 
ical part of such a battle could well be over be- 
fore humans realized that it was taking place. 

Although automated decision-making is a fo- 
cus of concern for tha use of computers in 
BMD, computers would also serve many other 
purposes. Table 8-1 shows many of the places 
where computers would be used. 

Integrating Sensors, Weapons, 
and Computers 

An automated BMD system would require 
some degree of coordination among different 
computers, but there would be many places 
where computers would act independently ot 
each other. Table 8-1 shows many such cases, 
e g computers incorporated into sensor sys- 
tems, such as radars, to perform signal proc- 
essing on data perceived by the sensor. In each 
case the computer may be specially designed 
for its job and is physically a part of the sys- 
tem of which it is a component. 

As an example, an imaging radar would buüd 
up an image of an object such as an RV by 
analyzing the returns from the object over a 
period of seconds. The radar would process 
each return individually and store the results. 
With sufficient individual returns, the radar 
could analyze them to form an image of the 
object. A single computer inco—crated mto 
the radar would perform the processing, stor- 
age, an.! analysis. From the viewpoint of an 
external observer, such as a battle manage- 
ment computer residing on a different plat- 
form, the radar is a black box that produces 
an image of an RV. The external obsarver need 
know nothing about the computer inside the 
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Table H.-Computer» In • Ballistic Missile Defeats System 

Component Purpose ol Computers 

Fin I- tnd Steond-Phttt Sytttnt: 
Battle Management Computers1 

Boost Phase Surveillance and 
Tracking Satellite (BSTS) 

Space Surveillance and Tracking 
Satellite (SSTS) 

User Thermal Tagger 

Carrier Vehicle (CV) for Space- 
based Interceptors (SBI) 

Space-based Interceptor (SBI) 

Airborne Optical Systom (AOS) 

Exo-atmospheric Interceptor 
System (ERIS) 

Ground-based Terminal Imaging 
Radar 

High Endo-atmospheric 
Interceptors (HEDI) 

Third Phis; Add: 
Ground-based Laser, Space-based 

Mirrors 

Space-based Neutral Particle 
Beam (NPB) 

Radiation Detector Satellites 

Coordinate track data (eg, maintain a track data base and correlate data from multiple sensors); 
maintain status of and control defense assets; 
select strategy; 
•elect targets; 
command firing of weapons; assess situation. 
Process signals «o fransform IR sensor data Into digital data representing potential booster tracks; 
process Images to recognize missile launches and to produce crudely-resolved booster tracks; 
communicate with battle management computers; 
maintain satellite platlorm: guidance, station keeping, defensive maneuvering; 
housekeeping. 
Process signals to transform IR, laser range-finder, and radar sensor data Into digital data 

representing potential tracks; 
process Images and data for fine-tracking of launched boosters, post-boost vehicles, RVs and 

decoys and to discriminate RVs from decoys; 
point sensors; 
communicate with other elements of the BMD system; 
guidance, station keeping, defensive maneuvering, 
housekeeping (maintain mechanical and electronic systems). 

Point the laser beam; 
communicate with other elements of the BMD system; 
maintain satellite platform: guidance, station keeping, iWwwhw maneuvering; 
housekeeping. 
Monitor status of SBIs; 
control launching of SBIs; 
communicate with battle manager, 
maintain satellite platform: guidance, station keeping, defensive maneuvering; 
housekeeping. 
Guide flight based on commands received from battle manager; 
Track target and guide missile iiome to target; 
communicate with battle manager; 
housekeeping. 
Process signals to transform IR data Into digital data representing potential tracks; 
process images and data for fine-tracking of post-boost vehicles, RVs and decoys and, If posslb.e, 

discriminating RVs from decoys; 
point sensors; 
communicate with other elements of the BMD system; 
control of airborne platform; 
housekeeping. 

process signals unä images from on-board sensor for terminal guidance and target tracking; 
communicate with battle manager and SSTS, AOS, and probe sensors; 
housexeeplng. 
Process signals and images to convert radar returns to target tracks; 
process images and data to discriminate between decoys and RVs; 
control radar beam; 
communicate with battle managers and other elements of BMD system; 
housekeeping. 
Guide missile flight based on commands received from battle manager; 
process signals and images from on-board sensor for terminal guidance and target tracking; 
communicating with battle manager; 
housekeeping. 

Manage laser beam generation; 
Control corrections to beam and mirrors for atmospheric turbulence; 
steer mirrors; 
communicate with battle manager; 
housekeeping. 
Manage particle beam generation; 
steer the accelerator: 
track potential targets; 
communicate with battle manager and neutron detector; 
maintain satellite platform: guidance, station keeping, defensive maneuvering, 
housekeeping. 
Discriminate between targets and decoys based on sensor Inputs; 
communicate with battle manager and/or SSTS; 
maintain satellite platform: guidance, station keeping, defensive maneuvering; 
housekeeping. 

«May be carried on »nior platforms, weapon platform», or separate pletform»; ground-baaed units may be mobile. 

SOURCE Office of Technology Assessment. 1988. 
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radar, or how it operates, but only the form 
and content of its output. 

Customizing the Computer for the Application 

The above "black box" design strategy in 
based on sound engineering principles and 
tends to simplify the battle management ar- 
chitecture, but it still involves some difficult 
trade-offs. One such trade-off is that between 
developing special-purpose computers for dif- 
ferent sensors and weapons v-jrsus utilizing 
comimrcially available hardware. Utilizing 
commercially available computers may sim- 
plify the job of software development. There 
would be people available who have experience 
with existing hardware. In addition, support 
tools for software development on available 
computers already exist. As a result, software 
developed for commercially available com- 
puters would probably be more reliable, more 
efficient, and less expensive than software de- 
veloped for uew computers built specifically 
for BMD. Furthermore, software development 
would not have to wait for development of the 
hardware, reducing the risk of not meeting 
schedules. 

On the other hand, hardware specially built 
for BMD is likely to be more efficient and bet- 
ter suited to the job, possibly offsetting effi- 
ciency losses in software. Moreover, maintaina- 
bility, reliability of the hardware, and life-cycle 
cost would have to be taken into account. Soft- 
ware experts ar OTA's SDI Software Work- 
shop suggested that hardware customization 
v. software reliability and cost was an impor- 
tant trade-off that should be resolved in favor 
of simplifying software development. How- 
ever, some SDI computing might require the 
use of novel hardware designs, even though 
this might require designing new and complex 
software from scratch. 

Communications and Computer 
Networks 

Battle management requires communica- 
tions among the battle managers, sensors, and 
weapons forming a BMD system and between 
the battle managers and the human operators 

of the system. Space-to-space, space-to-ground, 
and ground-to-space commmiicatiors would be 
required. As in traditional battle maragement, 
information must be sent in useful form, on 
time, and securely to the place where it is 
needed. Also as in traditional battle manage- 
ment, information transmitted among battle 
managers concerns the location of targets and 
weapons, the status of resources, and decisions 
that have been made. Distinct from tracutional 
battle management, information transmitted 
in a BMD system would all be digitally en- 
coded and the transmissions controlled by com- 
puters. As noted in chapter 7. the rate and vol- 
ume of data to be transmitted depend on the 
battle management architecture. 

Estimates of Communications Requirements 

The Fletcher Report estimated that the peak 
data rate needed by any communications chan- 
nel in a BMD system would be about 10' bits 
per second (bps).1 This estimate assumed that 
an entire track file would have to be trans- 
mitted, that the file would contain 30,000 
tracks, and that each track could be repre- 
sented in 200 bits. Except for the number of 
tracks in a track file, the estimate is based on 
conservative assumptions. Furthermore, it 
scales linearly with the number of tracks, i.e., 
a track file containing 300,000 tracks would 
require a peak rate of about 108 bps. 

In more recent work, analysts have made 
more specific assvmptions about architectures 
and have been able to produce more refined, 
but still rough, estimates. For example, one 
study of boost-phase communications uses a 
highly distributed architecture consisting of 
sensor satellites and satellite battle groups 
composed of battle management computers, 
sensors for booster tracking, and space-based 
interceptor (SBI) carrier satellites. Additional 
assumptions were made about numbers of tar- 
gets tracked per sensor in the battle, number 

•James C. Fletcher, Study Chairman and B McMillan. Panel 
Chairman, Report of the Study on Eliminating the Threat Posed 
by Nuclear Ballistic Missiles: Volume V, BatÜe Management, 
Communications, and Data Processing, (Washington. DC: De- 
partment of Defense, Defensive Technologies Study Team, Oct. 
1983). p. 19. 
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of bits per target track, non-uniform message 
traffic density, number of relays per message, 
varying message types (examples are track 
data, status information, and engagement 
data), and number of seconds per frame. The 
result was a peak link data rate for boost phase 
within the transmission rates of current tech- 
nology.' 

The Fletcher Report noted, and OTA con- 
curs, that: 

The technology exists today to transmit 10' 
to 10* bits/sec over data links of the length and 
kind needed for a BMD system. Therefore, 
even with 300,000 objects in the track file, ex- 
isting communication technology could han- 
dle the expected data rates. Cost and complex- 
ity wiJ vary with the rate designed for, but 
the Panel concludes that communication rates, 
per se, will not be a limiting factor in the de- 
sign of a BMD system* 

Communications Networks 

Regardless of volume, communications 
would have to be secure and reliable. It would 
have to survive attempts by an enemy to in- 
tercept, jam, or spoof communications, at best 
rendering the system ineffective, at worst tak- 
ing control of it for his own purposes. It would 
also have to survive physical damage incurred 
in a battle or defense suppression attack. Un- 
derstanding the threats requires understand- 
ing how communications would function in a 
BMD system. 

Current communications *r:hnology, includ- 
ing that proposed for BMD systems, involves 
establishing a network of computers, each act- 
ing as a communications node, that transmit 
data to each other. One example of an exist- 
ing network that is widely distributed geo- 
graphically is the ARPA network, initially de- 
veloped by the Defense Advanced Research 
Projects Agency (DARPA) as an experimental 
network. Another example is the AT&T long 
distance telephone network. Both differ con- 
siderably from a space-based battle commu- 
nications network, which would have: 

'Personal communication. Ira Richer, The Mitre Corp. 
The Fletcher Report, op. eit, footnote 1. p. «>. 

1. more nodes and more available direct con- 
nections between nodes; 

2. different delays between nodes (perhaps 
5 milliseconds for the example distributed 
space-based network described earlier as 
compared to more than 25 miUiseconds for 
the ARPA network); 

3. more stringent security requirements; 
4. a need to re-establish links every few min- 

utes; and, probably 
5. long repair times for individual nodes. 

Nonetheless, the problems are sufficiently 
similar that the terrestrial networks are use- 
ful examples. Each node in the network com- 
municates with several other nodes. Users of 
the network communicate by submitting mes- 
sages tc the network.4 The computers control- 
ling and comprising the network route the mes- 
sage from one node to another until ifc reaches 
its destination. 

Some of the major issues that must be re- 
solved in designing a communications network 
are: 

• the physical arrangement of the nodes and 
the interconnections among the nodes; 

• the unit of data transmission, which may 
be a complete message or part of a 
message; 

• the algorithm used to decide what route 
through the network each unit of data 
transmission will take; 

• the algorithm used to encode units of data 
transmission so that they may be relia- 
bly transmitted; 

• the algorithm used by nodes for inter- 
changing data so that the start and end 
of each data transmission may be deter- 
mined; and 

• the methods used to ensure that data com- 
munications are secure and cannot be 
jammed, spoofed, or otherwise rendered 
unreliable. 

'In the AT&T network, message» are sent across the net-»«* 
to establish a circuit to be used for a iong distance call when 
a subscriber dials a long distance number. Generally, once a 
circuit is established, it is dedicated to a call, and communica- 
tions on it may be sent in non-message form as analogue sig- 
nals or may be encoded digitally into messages. 

T 

/ 
/ 
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Since most of these issues are resolved in 
software, the solutions chosen have a strong 
effect on the complexity of the software and 
the reliability of the battle management sys- 
tem as a whole. The more critical of these is- 
sues are discussed in the following sections. 
In almost every case, the trade-off is that add- 
ing sophistication to the algorithm(s) used to 
solve the problem results in software that is more 
complicated and more difficult to debug. 

Network Topology 
The arrangement of interconnections among 

nodes is known as the "network topology." In 
attempts to improve the efficiency and relia- 
bility of networks, numerous topologies have 
been tried. As an example, until recently the 
AT&T long distance telephone switching sys- 
tem used a hierarchical topology to establish 
a circuit to be used for a long distance call.' 
Nodes were organized into levels. Messages 
requesting the circuit were sent from a lower 
level to a higher level, then across the higher 
level and back down to a lower level. If all mes- 
sages must pass through one or two nodes, 
then under heavy loads those nodes may form 
bottlenecks that decrease network perform- 
ance. If the nodes break down under the traf- 
fic load, the network cannot not function at 
all. As a result, most networks employ al- 
gorithms that decide what route each message 
will take through the network. The route may 
vary according to the prevailing load condi- 
tions and the heaJth of the nodes in the 
network. 

Routing in Networks 
In geographically distributed networks with 

many nodes, the routing algorithm is a sophis- 
ticated computer program. Frequently, net- 
work performance degrades as a result of in- 
correct assumptions or errors in the design and 
implementation of the routing algorithm. Find- 

To help alleviate bottlenecks in the system, AT&T is now 
moving toward a non-hierarchical system where nodes CM com- 
municate directly with «>ach other rather than going through 
a hierarchv. Note that d -cisions to change the structure of the 
long distance system are made as the result of observing its 
behavior over extensive periods of use by millions of subscribers. 

ing and correcting the reason for degraded per- 
formance requires knowledge of the network 
status, including traffic loads at nodes and 
health of nodes. Since traffic load in particu- 
lar varies second-by-second, debugging net- 
work routing software is a difficult and time- 
consuming job. 

One can only have confidence in relatively bug- 
free operation by permitting the network to func- 
tion under operational conditions long enough 
to observe its performance under varying loads. 
Stress situations, e.g. especially heavy traffic 
conditions, tend to cause problems. In operation 
such conditions are relatively infrequent; they 
are also hard to reproduce for debugging pur- 
poses. Nevertheless, tor a dedicated network 
such as a BMD communications system, it 
may be easier to simulate heavily loaded con- 
ditions than for a commercial network. 

Either software failures, such as an error in 
a routing algorithm, or hardware failures may 
cause catastrophic network failure. In Decem- 
ber, 1986, the east coast portion of the ARPA 
network was disconnected from the rest of the 
network because a transmission cable was ac- 
cidentally cut. Although the ARPA network 
had evolved over more than 15 years, an op- 
portunity for a single-point catastrophic fail- 
ure remained in the design. 

Sometimes the interaction of a hardware fail- 
ure and the characteristics of a particular rout- 
ing algorithm can cause failure. In 1971 nor- 
mal operations of the ARPA network came to 
a halt because a single node in the network 
transmitted faulty routing information to 
other nodes. Transmission of the faulty data 
was the result of a computer memory failure 
in the bad node. Based on the erroneous data, 
the routing algorithm used by all nodes caused 
all messages to be routed through the faulty 
node. The routing algorithm was later revised 
to prevent the situation from recurring, i.e., 
the software was rewritten to compensate for 
certain kinds of hardware failures.* 

•For a more complete description of this problem, see J. 
McQuillan, G. Falk, and 1. Richer, "A Review of the Develop- 
ment and Performs*« of the ARPANET Routing Algorithm." 

(continued on next pig*) 
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Message Transmission 

Information to be sent over a digital com- 
munications network, such as used in BMD 
systems, is organized into messages. In some 
networks, known as "packet-switched" net- 
works, for transmission purposes the messages 
are organized into blocks of data "packets."7 

In a packet-switched network the user submits 
his message to the network unaware of how 
the Message will be organized for transmission. 
The software that controls the network must 
incorporate a method for extracting messages 
from packets when the packets reach their des- 
tinations. 

Security of Communications 
Secure network communiaitions require that 

the routing algorithm be correct, that nodes 
cannot be fooled into sending messages to the 
wrong recipient, and that the physical commu- 
nications links are secure from unauthorized 
interceptions. Since a network by its nature 
involves access to many computer systems, it 
affords potential saboteurs a chance to access 
many different computers. Both the ARPA 
network and the AT&T telephone network 
have been fooled on many occasions into per- 
mitting unauthorized access to the network 
and, in the case of the ARPA network, to com- 
puters on the network. The managers of both 
networks continually try to improve their pro- 
tection against such access, but no workable 
foolproof protection techniques have been 
found." As noted by Lawrence Castro, Chief 
of the Office of Research and Development at 
the National Computer Security Center, 

(continued from previous page) 

IEEE Trans, on Communications, vol. COM-26, No 12, Decem- 
ber 1978. 

The reader should keep in mind that the ARPANET was de- 
signed as an experimental network, and not as a high reliabil- 
ity network intended for commercial use. 

'Depending on the situation, several messages may be com- 
bined into one packet, or one message may be split across sev- 
eral packets. In either case, the benefit of packet switching is 
that network resources may be shared, leading to more efficient 
routing of messages and more efficient use of the network. The 
disadvantage is that the job of the routing algorithm may be 
complicated, and routing may become more difficult to debug. 

'Access to a network is frequently separated from access to 
the computers using the network. Entrance to the ARPA net- 
work is through computers dedicated to that job, known as ter- 

Current computer networking technology 
has concentrated on providing services in a be- 
nign environment, and the security threats to 
these networks have been largely ignored. 
While literature abounds with examples of 
hackers wreaking havoc through access to 
public networks and the computers connected 
to them, hackers have exploited only a frac- 
tion of the vulnerabilities that exist. Tech- 
niques need to be developed that will prevtnt 
both passive exploitation (eavesdropping) and 
active exploitation (alteration of messages or 
message muting.)' 
Gaining unauthorized access to a BMD com- 

munications network would at least require 
communications technology as sophisticated 
as that used in the design and implementation 
of the network. Furthermoi e, an enemy wc uld 
have to penetrate the security of the data links, 
which would likely be encrypted. Since network 
communications would be used for coordina- 
tion among battle managers, and would prob- 
ably involve transmission of target and health 
data,10 the worst result of compromise of the 
network would be that the enemy could con- 
trol the system for his own uses. Disruption 
of communications could result in disuse or 
misdirection of weapons and sensors, causing 
the BMD system to fail completely in its mis- 
sion. To achieve such disruption, it would not 
be necessary for a saboteur to gain control of 
a battle management computer, but only to 
feed it false data. Less subtle ways to achieve 
the same means might be to destroy sufficient 

minal access computers (TACs). Until recently, such access was 
available to anyone who had the telephone number of a TAC. 
Seveial so-called hackers have made use of TAC facilities to 
gain entrance to Department of Defense computer systems con- 
nected to the ARPA network, and they have been successfully 
prosecuted for doing so. Partly as a result of such unauthorized 
use of TACs, password protection has been added to TAC ac- 
cess procedures. The telephone companies wage constant war 
against people who attempt to use their long distance networks 
without paying. 

'Lawrence Castro. "The National Computer Security Center's 
R&D Program," Journal of Electronic Defense, vol. 1C, No. 1, 
January 1987. 

"The health of a resource, such as a sensor satellite or weapon 
satellite, is how well the resource is able to perform its mission 
and what reserves are available to it. Example measures of sat- 
ellite health are battery power and efficiency of solar cells. For 
e BMD satellite, such as a carrier vehicle for SBIs, additional 
data specific to the function oi the satellite, such as number 
of SBIs remaining, would be included. 

/ 



Communications nodes that routing algorithms 
become overstressed and fail, or to destroy 
sufficient nodes that battle managers can no 
longer communicate with each other. The 
former attack requires that the enemy have 
some knowledgt of the routing algorithms 
used; the latter may require considerable ex- 
penditure of physical resources such as anti- 
satellite missiles. 

Even passive observation of a BMD com- 
munications network could reveal enough 
about the battle management and communi- 
cations algorithms used by the network to per- 
mit an enemy to devise means of circumvent- 
ing those algorithms and thereby rendering the 
defense partially or totally ineffective. To pre- 
vent an enemy gaining such knowledge by ob- 
servation of communications, encryption of 
communication links and techniques for dis- 
guising potentially revealing changes in mes- 
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sage traffic would have to be incorporated a 
network design. 

Although encryption and other technology 
could make passive exploitation quite difficult, 
a saboteur could perhaps gain access to the 
communications software and hardware. Anal- 
ysis of the sabotage questions, however, be- 
yond the scope of this study. 

Achieving secure, reliable, adequate commu- 
nications requires the conjunction of at least 
two technologies. The technology for physical 
communications, such as laser communica- 
tions, needs to provide a medium that is diffi- 
cult to intercept or jam and that can meet the 
required transmission bandwidth. The network 
technology must provide adequate, secure 
service for routing messages to their desti- 
nations. 

SIMULATIONS AND THE NATIONAL TEST BED 
Preceding sections have discussed the role 

of computers during battle. Computing tech- 
nology would abo play a key role in prepara- 
tion for battle and in maintaining battle- 
readiness. Computer simulations (box 8-A) 
would be needed: 

• to anticipate threats against the system, 
• to model different ways in which the sys- 

tem might work, 
• to provide a realistic environment in which 

system components may be tested during 
their development, and 

• to test the functioning of the 3ystem us 
a whole, both before and after deployment. 

Simulations and Systems Development 

Simulators are useful during all stages of the 
development of complicated systems. 

• During the early stages of the develop- 
ment of a system, simulator!« may predict 
the behavior of different system designs. 
An example is simulators that predict 

stresses on parts of a bridge for different 
bridge designs. 
During the middle stages of development, 
simulator., may test individual compo- 
nents cf r. system by simulating those 
parts not yet built or not yet connected 
together. An example is a simulator that 
reproduces the behavior of the different 
parts of an aircraft before the aircraft's 
systems are integrated. A radar simulator 
can feed dati to the radar data processor 
before the /adar itself has been finished. 
During testing, a simulator can be used 
to reproduce the environraent in which the 
system will operate. Avionics computers 
and their software are tested before instal- 
lation by connecting them to an environ- 
mental simulator that reproduces the 
flight behavior of the aircraft's systems 
to which the compaters will be connected 
when installed in the airplane. 

► After deployment, simulators test the 
readiness of systems by mimicking the 
environment—including stress conditions 

/ 
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Box 8-A.—Simulations 

A simulation is a system that mimics the beKp nor of another system. The difference between 
the simulation and the system being mimicked (called the target), is that the simulation does not 
accurately reproduce all of the behavior of the target. Behavior not accurately reproduced is either 
unimportant to the users of the simulation, unknown to the builders of the simulation, or too expen- 
sive to reproduce. Many simulators operate by solving a set of mathematical equations that predict 
the behavior of the target system under the desired conditions. This process is known as modelling 
the behavior of the target, and such a simulator is often called a model. Others may do no more 
than supply a previously determined sequence of values on demand or at fixed time intervals. 

Airplane flight simulators are good examples of simulators. Flight simulators used for pilot 
training reproduce flight conditions well enough to help train pilots how to fly, but not to grant 
them licenses. No one would trust a pilot all of whose flight time was logged on a simulator. Flight 
simulators are just not sufficiently accurate reproductions of flight conditions to ensure that the 
pUot knows what it feels like to fly a real plane. However, a pilot who already has a license may 
use a simulator to qualify for another aircraft in the same class as his license, e.g., a pilot qualified 
for a DC-10 could qualify to fly a Boeing 747 based only on simulated flights. 

Constructing an accurate simulation requires that the target behavior be well understood and 
that tiinre be some method for comparing the behavior of the simulator with the behavior of the 
target. In cases where the physical target behavior is unavailable for comparison, simulator be- 
havior may be compared to other simulators modeled on the same target, or to predictions made 
by mathematical models of the target. (In cases where the simulator itself is a model, a different 
model may be used for comparison. If a different model is unknown another simulator already known 
to be reliable, or hand calculations, may be used.) A simulator that models the trajectory of a missde 
in flight can be checked against actual missiles and the equations of motion that are known to gov- 
ern such trajectories. A simulator that models the behavior of the Sun can only be compared to 
observed solar behavior, and may be quite inaccurate when used to predict behavior under previ- 
ously unknown conditions. 

—for which it is critical that the system 
operate correctly. Such simulators are 
often build into the system and contain 
means of monitoring its behavior during 
the simulation. The design of the SAFE- 
GUARD siiti-baUistic missile system of 
the early 1970s incorporated a simulator 
called the system exerciser" to permit 
simulated operation of SAFEGUARD 
during development and after deployment. 

Current Battle Simulation Technology 

As faster, deadlier, and more expensive 
weapons, such as guided missiles, have been 
added to arsenals, the demand on simulation 
technology to analyze their effects has in- 
creased. For example, in the early 197Cs, sin- 
gle engagement simulations modeled such 
events as defending against a single missile 

attacking a single ship. Such simulations can 
now be run 30 times slower than real time, i.e., 
30 seconds of processor time devoted to run- 
ning the simulation corresponds to * second 
in an actual engagement. However, the de- 
mand is now to develop simulators that can 
model many missiles against many ships. 

Work at the U.S. Army's Strategic Defense 
Command (USASDC) Advanced Research 
Center (ARC) is representative of current BMD 
simulation technology. In late 1986, ARC re- 
searchers completed a set of mid-cour3e BMD 
battle simulations. The simulations employed 
6 Digital Equipment Corporation VAX 11/780 
computers coupled by means of shared mem- 
ories. Four of the computers could simulate 
battle managers, one simulated surveillance 
sensors (all of the same type) and weapons 
(ground-launched homing interceptors of the 
Exoatmospheric Reentry vehicle Interceptor 



System), and one simulated 32 other engaged 
platforms." 

The ARC researchers ran three battle man- 
agement design cases: 

1. 36 battle managers that communicated 
among each other, known as the distrib- 
uted case; 

2. a single centralized battle manager; and 
3. 36 autonomous battle managers that did 

not communicate with each other, known 
as the autonomous case. 

The centralized and distributed cases as- 
sumed 236 and 237 interceptors respectively, 
and the autonomous case assumed 660. The 
maximum threat simulated was 1,000 objects, 
which required 7 hours to run. The centralized 
and distributed cases took 3 and 4 hours re- 
spectively to run against a threat of 216 RVs. 
The simulation took 15 months to develop, and 
included about 150,000 lines of code, much of 
it in the Pascal programming language. (Code 
for the battle managers was replicated for some 
simulations; the replication is not included in 
the 150,000 lines.)' 

Perhaps the largest stumbling block in run- 
ning larger scale and more realistic simulations 
for the ARC is the lack of computing power. 
SDIO expects the EV88 experiment sequence, 
running through fiscal year 1990, to conduct 
larger scale simulations involving the ARC, 
the Airborne Optical Adjunct, prototype 
space-based HMD components, and the Na- 
tional Test Bed. This series of experiments will 
require considerably more computing power 
than is now in place at the ARC. 

Simulation experts agree that computing 
power is currently the major limitation in per- 
foiming large scale simulations. However, 
other factors complicate the situation. Where 
equipment or environments are not well-under- 
stood or include many random variables, the 
accuracy of simulations is difficult to verify. 
This is the case, for example, in simulations 
cf sea conditions surrounding missile v. ship 
engagements. 

"Depending on the architettrre being simulated, the other 
platforms were either battle managers or sensors. 
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Some military simulation experts noted to 
OTA staff that every time they performed 
simulated threat assessments without prior ac- 
cess to the real equipment being modeled, the 
behavior of the real equipment surprised them. 
They strongly emphasized that it was only 
when a simulation could be compared to an ac- 
tual experiment that the verisimilitude of the 
sunulation could be checked.1'- The implication 
for BMD is that actual Soviet decoys and mis- 
siles would have to be examined and observed 
in operation to simulate their workings ac- 
curately. Similarly, the battle environment, in- 
cluding nuclear effects—where appropriate— 
and enemy tactics, would have to bo well under- 
stood to conduct a battle simulation properly. 

The National Test Bed 

The SDIO is sponsoring the development of 
a National Test Bed (NTB)—a network of com- 
puters and a set of simulations to execute on 
those computers. A threat model is to simu- 
late the launch of Soviet missiles and display 
their trajectories after laur ch. Another model 
would simulate a complete BMD battle to ex- 
ercise a deployed BMD system. 

The NTB would be utilized in all phases of 
the development and deployment of a BMD 
system. It should permit experimentation with 
various system and battle management ar- 
chitectures, battle management strategies, and 
implementations of architectures. It wouid be 
the principal means of testing BMD system 
components and subsystems as well as the en- 
tire BMD system, thereby providing the ba- 
sis for their reliability. 

Preliminary design work studies for the esti- 
mated $1 billion NTB were completed in De- 
cember 1986." Initially, the NTB is to be a net- 
work of computers, each simulating a different 
aspect of a BMD engagement. The number of 
computers linked for any particular engage- 

"Experience cited here is drawn from discussions with scien- 
tists from the Naval Research Laboratory's Tactical Electronic 
Warfare Division about simulation* of Naval warfare. 

"Major James Price, SDlO's assistant NTB director, de- 
scribed the NTB as a $1 billion program through 1992 in an 
interview reported in Defense Electronics in February. 1987. 
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ment would vary depending on the complete- 
ness and depth of detail required. Initial capa- 
bilities would not permit simulation of a full 
battle involving hundreds of thousands of 
objects. 

A major use of the NTB would be to con- 
duct experiments with different BMD technol- 
ogies and strategies. The currently visualized 
NTB would link sensors, weapons, or battle 
managers to simulations that reproduce the 
data they would handle during a battle. The 
object could then be tested under varying con- 
ditions. The results of such experiments would 
be quite sensitive to the verisimilitude of the 
simulations. Accordingly, it is important that 
there be a way to verify the accuracy of the 
simulations used in NTB tests and exper- 
iments. 

Computers in Support of 
BMD System Development 

A BMD system to counter the Soviet bal- 
listic missile threat might be the most compli- 
cated system ever built. It would involve the 
use of many different technologies, the auto- 
mated interplay of thousands of different com- 
puters, sensors, and weapons, and the devel- 
opment of more software than has been used 
in any single previous project. Accordingly, 
managing the development of such a system 
would require considerable computer support 
to track progress, to identify problems, and 
to maintain the status of components under 
development, in test, and deployed. 

Computers would also be used to design, gen- 
erate, and test system hardware and software. 
Engineers and managers are likely to be geo- 
graphically dispersed and would need to trans- 
fer information from one computer to another. 
The interaction among people would only be 
effective if there were a means for effective in- 
teraction among the computer systems that 
they use. Previous sections of this chapter have 
concentrated on the role of computers in the 
operation and testing of a BMD system. But 
it is clear that effective computing technology 
would be needed not just in a strategic battle, 
but.long before system deployment and 
throughout the lifetime of the system. 

Computing Technology Trade-offs 

Chapter 7 and the preceding sections have 
portrayed some of the trade-offs involved in 
using computers for ballistic missile defense. 
The following list summarizes those trade-offs. 

• Processing power required v. volume of 
data communications among battle man- 
agers. Sharing information among battle 
managers relieves them of some of the 
tasks that they might otherwise have to 
perform, and decreases the processing 
load on each of the battle managers, but 
increases the data communications rate 
requirements and also requires that com- 
munications be secure and reliable. 

• Performance v. volume of data communi- 
cations. Sharing data among battle man- 
agers allows the system to operate more 
efficiently, but, as in the previous trade- 
off, greater dependence on communica- 
tions requires greater communications ca- 
pacity, reliability, and security. 

• Performance v. degree of automation. Per- 
mitting hurr an intervention during a bat- 
tle degrades performance under some con- 
ditions, but may permit recovery from 
failures caused by the inability of an auto- 
mated system to recover from unantici- 
pated and undesired events. 

• Processing power required v. battle man- 
agement organization. A distributed orga- 
nization would require less processing 
power from each computer but more com- 
munications than centralized battle man- 
agement, w'iich requires placing a consid- 
erable concentration of processing power 
r' one computer system. 

• Software complexity v. battle manage- 
ment organization. A hierarchical battle 
management architecture simplifies the 
software design but may leave the system 
less survivable because of the possibility 
of command layers being disabled. A de- 
centralized battle management structure 
would increase the complexity of the com- 
munications software and might require 
more weapon resources but might result 
in a more survivable system. 

• Software expense and reliability v. hard- 
ware customization Customizing hard- 
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Computer simulations are to play a Key role in the development andI testing of SDI ^^J^P^'E^^EnSS 
of video displays screens generated by a ballistic missile defense battle simulation program*developedI at the MITRE 
Corporation The circles in the scene above depict areas of coverage tor a system of space-based interceptors. The scene 

below indicates the tracks of ICBM boosters a few minutes after launch. 
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ware to perform efficiently at specific 
tasks could improve hardware capabil- 
ities, but might result in longer software 
development schedules and decreased 
software reliability because of lack of ex- 
perience with and lack of development 
tools for the hardware. 

These trade-offs represent important ar- 
chitectural issues that strongly affect the com- 

puting technology needed for BMD. For most 
of them, the SDI system architects have not 
yet explored the alternatives in sufficient de- 
tail to be able to quantify choices. As a result, 
there are still only crude estimates of the 
speeds t:\d sizes of the computers needed, and 
the rates at which data would have to be com- 
municated among the elements ot a BMD 
bestem. 

PROCESSOR TECHNOLOGY 

Table 8-1 shows many of the places where 
computer? would be usöd in the fighting com- 
ponents of a BMD system and the jobs they 
would perform. Rough estimates of the re- 
quired memory capacities and speeds are in 
included in the classuied version of this re- 
port.1* Estimates of computer performance re- 
quirements for various BMD functions are 
shown in table 8-2. 

Processing requirements are highly depen- 
dent on the system and 1 attle management 
architectures, and on r' *? threat. Without 
detailed architectural spt ifications and a pre- 
cise specification of the algorithms to be used, 
estimates of speed and memory requirements 
accurate to better than a factor of 10 probably 
cannot be made. 

Because of the variety of jobs they would 
perform, BMD computers would vary con- 
siderably in speed and memory capacity. Spe- 
cial purpose computers would probably exe- 
cute some computing tasks, such as signal 
processing. General-purpose computers faster 
than any now existing would probably be 
needed for computationally stressful tasks 
such as discrimination of RVs and decoys in 
mid-course. All space-based computers would 
have to be radiation-hardened beyond the 
limits of existing computers." 

"For many of the system elements shown in table 8-1. esti- 
mates for processing speed and size are not available. The most 
computationally intensive tasks are probably signal process- 
ing for the IR and optical sensors incorporated into BSTS, SSTS, 
and AOS. especially for the mid-term and far-term architectures. 

"Radiation hardening to within an order of magnitude of SDI 
requirements for some critical components of computer systems 

In addition to their use in the fighting com- 
ponents of the system, computers would also 
be used: 

1. in simulators; 
2. to help design, test, exercise, and train 

people in the use of the system; and 
3. to assist in supporting the system 

throughout its lifetime. 

Capabilities of Existing Computers 
The processing power of a computer is de- 

termined by the operuÜng speed of its compo- 
nents and the way they are interconnected (see 
box 8-B). Processing and memory components 
are built from semiconductor chips, whose 
speed is limited by the number and arrange- 
ment of circuits that can be placed on a chip. 
Developments in chip design and production 
technology, including advances from large 
scale integrated circuits (LSI) to very large 
scale integrated circuits (VLSI), have increased 
processor speeds for general purpose comput- 
ers by a factor of three to four approximately 
every 2 years for about the past 10 years. Much 
of this progress has been the result of refine- 
ments in chip design and production. As a re- 
sult, some existing supercomputers, such as 
the Cray XMP series or Cray 2, may be close 
to satisfying most SDI data processing needs, 
except that such machines are not packaged 
in a suitable form. 

has been demonstrated. A complete computer system that is 
space qualified and radiation-hardened to within an order of mag- 
nitude of SDI requirements for space-borne computers has yet 
to be built. 
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Box 8-B.-MIPS. MOPS, and MEGAFLOPS 
The processing power of a computer is often expressed as the rate at which it can execute in- 

structions, measured* instructions per seconds, or ips. A computer that can execute• f»J«» »J 
fractions per second is a 1 mips machine. Although mips give a crude measure of the speed of 
a computer there is too much variability in the time it takes to execute different wj^™°° 
the same machine and in the instructions used by different machines for mips to be a true compara- 
tive measure of processing power. 

Complex instructions may take four or five times longer to execute than stap»ta 
on the same machine. A complex instruction on one machine may have the same effect m twrthrds 
the time as three simple instructions on a different machine. To simulate «^»^^"ä* 
mix of different instructions are often used in measuring computer performance^S^h measure- 
ments are sometimes characterized as operations per second, or ops, rather than ips. A^omputer 
that can execute a million operations per second is called a 1 mops machine. BMD signal processing 
needs have been estimated to be as much as 50 billion ops (50 gigops». 

One class of instructions, known as floatingpoint instructions, are important in numeric^ cal- 
culations involving numbers that vary over a wide range, but are very costly in terms of exocut on 
time. A common option on computers is an additional processor sometimes known as a floaUng 
Point accelerator, socialized to perform floating point operations The ^«™g«™JjgJ 
to perform numerical Heating point operations efficiently is usually measured m .^a^P»^ jpej" 
ations per second, or flops. A computer that can execute a million floating point instructions per 
second is a 1 megaflops machine. 

To compensate for differences in instruction sets and instruction effects on different «»«P*4?™; 
standard mixes of instructions are used to compare the performance of different c°"P«te™;™ 
applications involving widely-ranging numerical calcuUtior s, such as track "™^ **^P«^ 
instructions are included in the mix. The variation in «n«^P^<»maf^^^^^,^ 
be a factor of three or four, depending on the mix, the machines involved, and other factors. 

For purposes of estimating processing power needs for SDI BMD, the requirements are not 
vet known to better than a factor of about 10, which dominates differences in performance on differ- 
ed Sru^tion Sees. Accordingly, estimates in this report will generally be given in terms of mips 
or mops.   

If progress can be continued at the same rate 
as in recent years, sufficiently powerful proc- 
essors to meet the most stressing requirements 
of SDI BMD should be available in about 10 
years. An obstacle to satisfying BMD proc- 
essing power requirements is that the proces- 
sors with the largest requirements are those 
that would have to be space-based and there- 
fore radiation hardened. Special development 
programs would be needed to produce ade- 
quate space qualification and radiation harden- 
ing for the new processors. 

New Computer Architectures 

Current chip production technology may 
soon reach physical limitations, such as the 
number of off-chip connectors and the size of 

the features used to construct circuits on the 
chip. Increases in processor speeds may then 
have to await new chip production technalogy 
or new ways of building processors, e.g., opti- 
cal techniques. An alternative to increasing 
computer speeds without improving compo- 
nent speeds is to find better ways of intercon- 
necting components, i.e. better computer ar- 
chitectures, and better ways of partitioning 
computing tasks among computers. Comput- 
ers constructed by interconnecting many small 
computers in ingenious ways, such as the 
Hypercube computers developed at Cal Tech 
and later produced by Intel as the iPSC ma- 
chine, are just now appearing on the market." 

'• C.L. Seite, "The Cosmic Cube," Communications of *Ae 
ACM. January 1985. 
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The iPSC is estimated to run at 100 mips and 
8 mflops, but is well-suited only for scientific 
computing tasks that can be organized to take 
advantage of the iPSC's architecture. Whether 
or not such architectures will be useful for the 
most computationally-intensive BMD tasks 
will depend on what algorithms are used. 

Novel computer architectures, despite their 
potential processing power, have the drawback 
that the software technology base needed to 
capitalize on their potential must be developed. 
New software is needed to run programs on 
new computers, to help users decompose their 
problems to utilize the machine's potential, and 
to convert existing software to execute on the 
machine. As an example, to meet Department 
of Defense (DoD) standards, a computer such 
as the iPSC would need a compiler for Ada™ 
(the DoD's standard programming language 
for weapon systems) and an operating system 
compatible with Ada™. Although advances 
in computing hardware have come rapidly, 
software development is notoriously slow and 
costly. 

Space Qualification and 
Radiation Hardening 

Space-qualified general purpose computers 
lag ground-based computers in processing 
power by a factor of 20 or more. The fastest 
space-qualified—but not radiation-hat dened— 
processors today achieve processing rates of 
about 1 mips.17 Adequate radiation hardening 
of the computers imposes a more significant 
penalty in cost than in processing speed. The 
most promising technology for meeting both 
speed and radiation hardening requirements 
currently uses gallium arsenide (GaAs) rather 
than silicon in the manufacture of chips. Al- 
though GaAs is more radiation resistant, high 
defect densities reduce manufacturing yields, 
making chip production costlier. The higher 
defect densities also impose smaller chip sizes 
and fewer electronic circuits per chip. The con- 

" The Sperry 1637 end Delco MAGIC V avionics processors 
achieve a rate of about 1 mips, faul neither are radiation-hardened 
nor have they been used in space applications. The Rockwell 
IDF 224 and Delco MAGIC 362S space-qualified processors 
achieve a rate of about POO kops for instruction mixes that do 
not include floating point operations. 

sequent lower overall level of integration may 
require processors to have more components 
and be less reliable. Researchers in chip pro- 
duction say that current problems with man- 
ufacturing yields and circuit densities are tem- 
porary and will be solved. As Milutinovic 
states, 

... many problems • Jated to materials are 
considered tempon .-y in nature, and one 
prediction states that the steady-state cost 
will be about one order of magnitude greater 
for GaAs than for silicon." 

Space-based computers must be able to with- 
stand long-term cumulative doses of radiation 
and neutron flux, short bursts of a few highly- 
energetic particles (known as transient events), 
and electromagnetic pulses (EMP) resulting 
from nuclear detonations. Although shielding 
may protect semiconductors against all three 
phenomena, it incurs a corresponding weight 
penalty. Gallium arsenide is a promising ma- 
terial for semiconductors because it is more 
resistant to cumulative radiation and neutron 
flux damage than silicon. Resistance of GaAs 
to transient events is dependent on the par- 
ticular chip design. 

It may be possible to harden space-based 
computers to survive the radiation of a nuclear 
weapons battle environment. But it is impor- 
tant to consider the effects of such an envi- 
ronment on software as well as on hardware. 
A transient radiation-caused upset might in- 
terrupt the current operation of computer hard- 
ware, leading either to a resetting of the proc- 
essor or to the changing of a bit in memory 
or in the internal circuitry of the processor. The 
processor may continue to function, but the 
state of the computation may be altered, caus- 
ing an error in software processing, i.e., a sys- 
tem failure. 

Consider as an analogy the effects of a sin- 
gle digit error on the computation of an entry 
for an income tax form. The error may be so 
small as to be hardly noticeable, and it may 
even make no difference because the tax scales 

"Veljko Milutinovic, "GaAs Microprocessor Technology," 
Computer, October 1986, pp. 10-13. 
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are inciemental, not continuous. On the other 
hand, a larger error in a single digit may have 
a considerable effect on the amount of tax paid. 
In either case, the error may propagate 
through later entries on the form until it is no- 
ticed and corrected. Unless the taxpayer 
checks his entries for reasonableness, he may 
not find the error. The IRS may find the error 
by duplicating the taxpayer's calculations, or 
by performing consistency and reasonableness 
checks. 

The effects of transient events on comput- 
ing accuracy are difficult to predict. Design- 

ing software to cope with such events is a for- 
midable problem, requiring one to forecast all 
possible symptoms of upsets and provide error- 
recovery measures for them.»* It is also diffi- 
cult to simulate the occurrence of transient 
events realistically enough to test the software 
design. There is little experience with software- 
intensive systems operating under conditions 
likely to produce transient events. 

"The design problem may be simplified somewhat by group- 
ing possible symptoms into classes so that all events in a par- 
ticular class may be handled in the same way. Grouping events 
into classes and devising the appropriate response for each class 
is a very difficult design problem. 

CONCLUSIONS 

A BMD system to counter the Soviet bal- 
listic missile threat might be the most compli- 
cated artifact ever built. It would involve the 
application of many different technologies; the 
automated interplay of thousands of different 
computers, sensors, and weapons; and the de- 
velopment of more software than has been used 
in any single previous project. An advanced 
BMD system would require computers in every 
fighting element of the system and in many 
supporting roles. 

The degree of automation demanded entails 
not only advances in software technology (ad- 
dressed in chapter 9) but also advances in se- 
cure computer networking, processing power, 
and radiation hardening of electronics. The ex- 
tent and importance of simulations—in devel- 
oping, exercising, and otherwise maintaining 
the system, as well as in training people in its 
use—would require an advance in simulation 
technology. 

Because several difficult architectural trade- 
offs have not yet been sufficiently addressed, 
the scope of the advances needed cannot be 
well predicted. Until an architectural descrip- 
tion is available that clearly specifies battle 
management structure and allocates battle 
management functions both physically and 
within that structure, better predictions will 
not be possible. 

Further discussion of the computing tech- 
nology issues involved in producing an auto- 
mated BMD system follows. 

Reliable, Secure Communications 

Common to all BMD systems that require 
human intervention at any stage is the need 
to provide secure, rapid communications be- 
tween the human and the battle management 
computers. If part of the system is in space, 
then most likely there would be a need for 
space-to-ground communications. Battle man- 
agement requires communications among the 
battle managers, the sensors, and the weap- 
ons forming a BMD system. The computers 
forming the communications network would 
digitally encode and control all the trans- 
missions. 

Achieving secure, reliable, adequate commu- 
nications would call for simultaneous advances 
in at least two technologies. First, hardware 
technology, such as laser communications, 
needs to provide a medium that is difficult to 
intercept or jam and that can meet the required 
transmission bandwidth. Second, network 
technology must provide adequate, secure, sur- 
vivpble service for routing messages to their 
destinations. When damaged, the network 
must be able to reconfigure itself without sig- 
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nificantly disrupting communications. Such 
performance would take sophisticated network 
control software—probably beyond the current 
state of the art. Proposed solutions to these 
problems are either untried or have only been 
tried in ground-based laboratory situations. 

Simulations 

Simulations would play a key role in all 
phases of a BMD system's life cycle. The SDIO 
is building a National Test Bed (NTB) to fa- 
cilitate the development and use of BMD simu- 
lation technology. A full-scale NTB should per- 
mit experimentation with different system and 
battle management architectures, different 
battle management strategies, and different 
implementations of architectures. It would be 
the principal means of testing and predicting 
component, subsystem, and system reliability. 
Initially, the NTB would be a link among com- 
puters, each simulating a different aspect of 
a BMD engagement. The number of computers 
linked for any particular engagement would 
vary with the completeness and depth of de 
tail required. Initial capabilities would not per- 
mit simulation of a full battle involving hun- 
dreds of thousands of objects. Battle 
simulations on a scale needed to represent a full 
battle realistically have not been previously at- 
tempted. It would be crucial, but very difficult, 
to find a way of verifying the accuracy of such 
simulations, when and if they are developed. 

Technology and Architectural 
Trade-offs 

Many difficult trade-offs have yet to be ade- 
quately addressed in the design of a BMD sys- 
tem to meet SDI requirements. Novel design 
ideas or advances in computing technology 
may decrease the importance of some of these 
trade-offs. However, no architecture has yet 
been specified sufficiently to permit clear trade- 
off studies. Issues that should be addressed 
include: 

• simplifying software at the cost of add- 
ing computational burden to the 
hardware, 

• simplifying battle management software 
by structuring it hierarchically at the ex- 
pense of survivability, 

• increasing survivability by decentralizing 
battle management at the urpense of in- 
creasing communications complexity, 

• customizing hardware for specific appli- 
cations at the expense of increased soft- 
ware development cost and decreased soft- 
ware reliability, 

• simplifying the problem of communica- 
tions security at the cost of decreasing the 
possibilities for human intervention dur- 
ing battle, 

• increasing the amount of human control 
during battle at the expense of fighting 
efficiency, and 

• improving fighting efficiency at the cost 
of increasing the complexity and volume 
of communications (and, thereby, the risk 
of catastrophic communications failure). 

None of these tradeoffs is easy to make and 
few can be quantified. Compounding the diffi- 
culty is that many of the system elements— 
e.g., the Boost-phase Surveillance and Track- 
ing System and Space Surveillance and Track- 
ing System sensors, SB Is and associated CVs, 
high-powered lasers, and neutral particle 
beams—are still in the research or development 
stages. Moreover, no previous system has ever 
required the automated handling of many 
different devices and different kinds of devices 
as would an SDI missile defense. Nonetheless, 
tentative conclusions on some tradeoffs have 
been reached. Most trade-offs could be prop- 
erly explored by use of an appropriate simula- 
tion, such as might be provided by a full-scale 
National Test Bed. 

Computational Requirements 

Processing requirements are highly depen- 
dent on the system design, the battle manage 
ment architectures, and the threat. Because 
detailed architectural and algorithmic speci- 
fications for an SDI BMD system are not yet 
available, estimates of speed and memory re 
quirements accurate to better than a factor of 
10 probably cannot be made. However, prog- 

/ 



ress in processing speed has been rapid his- 
torically. If it continues at the same pace, it 
should yield sufficiently powerful proces&ors 
to meet SDI needs within 10 years or less. Such 
processors might still have to be space qual- 
ified and radiation hardened. 

An additional problem in providing radia- 
tion-hardened computing hardware is the lack 
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of experience in building software tolerant of 
radiation-induced faults. There is little experi- 
ence with complex, large-scale software sys- 
tems that must operate efficiently despite the 
occurrence of radiation-induced transient ef- 
fects in the hardware. 

75-922 0-88-8 
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Chapter 9 

Software 

INTRODUCTION 
The performance cf a ballistic missile defense 

(BMD) system would strongly depend on the 
performance of its computers. Chapter 8 de- 
scribes the pervasiveness of computers in the 
operation of a BMD system, and as well as in 
its development, testing, and maintenance.' Se- 
quences of instructions called software would 
direct tLs actions of the computers, both in 
peacetime and ir. battle. As shown in table 8- 
1, software is responsible both for the actions 
of individual components of the system (e.g., 
a radar), and for coordinating the actions of 
the system as a whole. As coordinator, soft- 
ware maybe thought of as the glue that binds 
the system together. As the system manager, 
software assesses the situation based on data 
gathered by sensors and reports from system 
components, determines battle strategy and 
tactics, and allocates resources to tasks (e.g., 
the weapons to be fired at targets.) 

The role of software as battle manager is cru- 
cial to the success of a BMD system. If soft- 
ware in a particular component failed—even 
if the failure occurred in all components of the 
same type simultaneously—other components 
of different types might compensate. But if the 
battle management software failed catas- 
trophically, there would be no way to compen- 
sate. Furthermore, the battle management 
software may expected to compensate for sys- 
temic failures, both because of rts role as man- 
ager and because software is perceived to be 
more flexible than haruware. Consequently, the 
battle management software would have to be 
the mo«t dependable kind. Thus it is the focus 
of most of the SDI software debate. 

■Table 8-1 illustrates many of the ways in which computers 
would be used in a deployed BMD system. 

Note: Complete definitions of acronyms and initialisms 
are listed in Appendix B of this report. 

The BMD So it ware Debate 

The envisaged BMD system would be com- 
plex and large, would have to satisfy unique 
requirements, and would have to work the first 
time it is used in battle. Many computer sci- 
entists, and software engineers in particular, 
have declared themselves unwilling to try to 
build trustworthy software for such a system. 
They claim that past experience combined with 
the nature of software and the software devel- 
opment process makes the SDI task infeasi- 
ble. David Parnas his summarized their ma- 
jor arguments.* Other computer scientists, 
however, have stated that their belief that the 
software needed for a Strategic Defense Ini- 
tiative (SDI) BMD could be built with today's 
software engineering technology. Frederick 
Brooks, for example, has said: 

I see no reason why we could not build the 
kind of software system that SDI requires 
with the software engineering technology 
that we have today.' 

Those willing to proceed believe that an 
appropriate system architecture and heavy use 
of simulations would make the task tractable. 
Their arguments are summarized in a study 
prepared for ehe Strategic Defense Initiative 
Organization (SDIO) by a group known as The 
Eastport Group.4 The critical role played by 
the software in BMD makes it important to 
understand both positions. 

'David L. Parnas, "Software Aspects of Strategic Defense 
Systems," American Scientist, 73:432-40. September-October 
1985. 

•From a statement by Dr Frederick P. Brooks at the Hear- 
ings before the Subcommittee On Strategic and Theater Nu- 
clear Forces of the Committee On Armed Service«, United States 
Senate, S. Hrg. 99-933, p. 54. 

'Eastport Study Group. "A Report to the Director, Strate- 
gic Defense Initiative Organization," 1985. 
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The Role of Software in BMD 
Software for BMD would be expected to: 

• be the agent of system evolution, permit- 
ting changes in system operation through 
reprogramming of existing computers; 

• perform the most complex tasks in the 
system, such as battle management; 

• be responsible for recovery from failures, 
whether they are hardware or software 
failures; and . 

• respond to threats, both anticipated and 
unanticipated, against the system. 

A BMD system would not be trustworthy 
and reliable unless both hardware and software 
were trustworthy and reliable. Because of rapid 
progress in hardware technology in recent 
years, and because of differences in their na- 
tures, hardware reliability is not as hotly- 
debated an issue as software reliability. As 
Brooks puts it in his discussion of current soft- 
ware engineering technology: 

Not only are there no silver bullets now in 
view, the very nature of software makes it un- 
likely that there will be any—no inventions 
that will do for software productivity, relia- 
bility, and simplicity what electronics, tran- 
sistors, and large-scale integration did for com- 
puter hardware. We cannot expect ever to see 
twofold gains every two years. 

First, one must observe that tho anomaly 
is not that software progress is so slow, but 
that computer hardware progress is so fast. 
No other technology since civilization began 
has seen six orders of magnitude in perform- 
ance-price gain in 30 years.' 

Software Complexity 
The software engineer called upon to produce 

large, complex software systems is partly a vic- 
tim of his medium. Software is inherently flex- 
ible. There are no obvious physical constraints 
on its design (e.g., power, weight, or number 
of parts) so software engineers undertake tasks 
of complexity that no hardware engineer 

would. Brooks summarizes the situation as 
follows: 

Software entities are more complex for their 
size than perhaps any other human construct 
because no two parts are alike... In this re- 
spect, software systems differ profoundly 
from computers, buildings, or automobiles, 
where repeated elements abound. 

Digital computers are themselves more com- 
plex than most things people build: They have 
very large numbers of states. This makes con- 
ceiving, describing, and testing them hard. 
Software systems have orders-of-magnitude 
more states than computers do.* 

Software Issues 
Of course, complex systems are successfully 

built and used. However, given the current 
state of the art in software engineering, com- 
plex systems are not trusted to be reasonably 
free of catastrophic failures before a period of 
extensive use. During that period, errors caus- 
ing such failures may be found and corrected. 
A central issue in the debate over BMD soft- 
ware is whether it can be produced so that it 
can be trusted to work properly the first time 
it is used, despite the probable presence of er- 
rors that might cause catastrophic failures. A 
critical point in the debate over this issue is 
how one would judge whether or not the soft- 
ware was trustworthy. If evaluations of trust- 
worthiness were to rely on the results of simu- 
lations of battles, then a second critical point 
is how closely and accurately actual BMD bat- 
tles could be simulated. 

A second central issue in the software de- 
bate is whether a BMD system imposes unique 
requirements on software. Critical points sur- 
rounding this issue are: 

• whether there are existing similar systems 
that could serve as models for the devel- 
opment of BMD software; 

• whether requirements would be suffi- 
ciently weli understood in advance of use 
so that trustworthy software could be de- 
signed; 

'Frederick P. Brooks, Jr., "No Silver Bullet, Essence and Ac- 
cidents of Software Engineering," IEEE Computer vol. 20, No. 
4. April 1987, p. 10. •Ibid. 
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• whether all potential threats against a 
BMD system could be anticipated, and, 
if not; and 

• whether the software could be designed 
to handle unanticipated threats during the 
course of a battle. 

Adding fuel to the debate over whether soft- 
ware could mer« BMD requirements is the slow 
progress in sc' iware technology in recent years 
when compared to hardware technology. 

An obstacle to settling this issue is the cur- 
rent uncertainty over the purposes of a BMD 
system. Software requirements would depend 
on the threat and counter-measures to be faced, 
the expected strategies of both the offense and 
the defense: and the technology to be used in 
the system, e.g., kinetic-energy v. directed- 
energy weapons. A system intended to defend 
the population would have different require- 
ments than one intended to defend only criti- 
cal military targets. A system to be deployed 
in phases would oblige the software developers 
to know the changes in requirements and archi- 
tecture to be expected between each phase be- 
fore they designed the software for the initial 
phase. 

Among the developers of large, complex sys- 
tems who attended OTA's workshop on SDI 
software, there was unanimous agreement that 
software development should not be started 
until ther-fc was a clear statement of the require- 
ments of the system.7 All system requirements 
would not have to be known in detail before 
software development could be started. But 
if the requirements for a system component 
could not bo written, neither could the speci- 
fications for the software that was part of that 
component. 

Catastrophic Failure 
Both critics and supporters of the feasibil- 

ity of building software to meet SDI require- 
ments agree that large, complex software sys- 

tems, such as an SDI BMD system would need, 
would contain errors. They disagree on whether 
the software could be produced so that it would 
not fail catastrophically. Several different 
meanings of catastrophic failure have been 
used. It is sometimes related tj whether or not 
a BMD system would deter the Soviets from 
launching ICBMs at the United States: 

Ballistic missile defense must... be credi- 
ble enough in its projected wartime perform- 
ance during peacetime operations and testing 
to ensure that it would never be attacked.' 

It can also be taken to mean that 

The system has failed catastrophically if the 
U.S. bases its defense on the assumption that 
the system will function effectively in battle 
and then a major flaw is discovered so that 
we are defenseless.' 

This chapter assumes a technical definition: 
a catastrophic failure is a decline in system per- 
formance to 10 percent or less of expected per- 
formance. A BMD system designed to destroy 
10,000 warheads would be considered to have 
failed catastrophically if it stopped only 1,000 
of the 10,000. The figure 10 percent is an arbi- 
trary one; it has been adopted as illustrative 
of a worst-case failure. 

Generic Software Issues 

Much of the dubate concerning BMD soft- 
ware is about software problems common to 
all complex, critical software systems.10 A good 
example is whether software can be designed 
to recover from failures automatically. BMD 
proponents argue that producing trustworthy 
BMD software would not call for general so- 
lutions to such problems. They feel that the 
specificity of the application permits special- 
case solutions that would work well enough 
for BMD. Opponents argue that BMD soft- 
ware would demand better solutions for such 
problems as failure-recovery than any system 

'Attendees at the workshop, held Jan. 8, 1987 in Washing- 
ton. DC. included software developers who participated in the 
development of SAFEGUARD, Site Defense, telephone switch- 
ing systems, digital communications networks, Ada compilers, 
and operating systems. 

•Charles A. Zraket, "Uncertainties in Building a Strategic 
Defense." Science 235:1600-1606, March 1987. 

'David L. Parnas, persona] communication, 1987. 
"As described, for example, in David L. Parnas, "Software 

Aspects of Strategic Defense Systems," op. cit.. footnote 2. 
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previously built. They say that approaches pro- 
posed for SDI have been tried in the past and 
have not been shown to be effective. 

This chapter is primarily concerned with 
arpuments over the generic issues. First, there 
are as yet no clear statements of BMD soft- 
ware requirements, wheth*r for battle manage- 
ment or particular BMD ystem components, 
Ut alone proposed software designs or pro- 
posed solutions for BMD for any of the generic 
problems. Application specific analysis must 
await those requirements, designs, and so- 
luticns. 

Second, there seems to be agreement that 
BMD software would be more complex than 
any previously built. The first conclusion of 
volume V of the Fletcher report was: 

Specifying, generating, testing, and main- 
taining the software for a battle management 
system will be a task that far exceeds in com- 
plexity and difficulty any that has yet been 
accomplished in the production of civil or mil- 
itary software Systems." 
Third, tasks for BMD software differ in im- 

portant ways from the tasks performed in to- 
day's weapons systems and command, control, 
and communications systems. It is true that 
many BMD software tasks would resemble 
those for current systems: e.g., target track- 
ing, weapons release and guidance, situation 
assessment, and communications control in 
real time. The differences from current systems 
are that a BMD system would: 

• permit less opportunity for human inter- 
vention, 

• have to handle more objects in its battle 
space, 

• have to manage c larger battle space, 
• use different weapons and sensor tech- 

nology, 
• contain vastly more elements, 
• have more serious consequences of failure, 

"James C. Fletcher. Study Chairman and Brock way McMil- 
lan, Panel Chairman, Report of the Study on Eliminating the 
Threat Posed by Nuclear Ballistic Missiles, Volume V: Battle 
Management, Communications, and Data Prvcessing (Wash- 
ington. DC: Department of Defense, Defenrve Technologie« 
Study Team, October 1983). 

• have to operate in a nuclear environment, 
• be under active attack by the enemy, and 
• be useless if if failed catastrophically dur- 

ing its first battle. 

Accordingly, the debate over generic soft- 
ware issues is an appropriate one for BMD 
software. 

The purpose of this chapter is to examine 
the key issues in the debate over the feasibil- 
ity of meeting BMD software requirements. 
This chapter: 

1. discusses why there is such a debate and 
includes a definition of key terms, such 
as "catastrophic failure" and "trustwor- 
thiness"; 

2. analyzes properties often claimed tobe im- 
portant for BMD software—e.g., trust- 
worthiness, reliability, correctness, low er- 
ror incidence, fault tolerance, security, and 
safety, (including a discussion of the mean- 
ing of "reliability" as applied to software 
and why there is no single, simple meas- 
ure of software dependability); 

3. identifies the major factors that affect 
software dependability; and 

4. characterize the demands placed on BMD 
software and the BMD software develop- 
ment process in terms of the factors affect- 
ing dependability. 

The remainder of this chapter begins with 
a brief discussion of Department of Defense 
(DoD) software experience, the nature of soft- 
ware, traditional reliability measures, and the 
pitfalls inherent in applying such measures to 
software. Following sections deal with prop- 
erties such as trustworthiness, correctness, 
fault tolerance, security, and safety, and with 
the factors that lead people to have confidence 
that systems have such properties. (The avail- 
able technology for incorporating these prop- 
erties into software is analyzed in app. A.) The 
chapter then presents an analysis of Strate- 
gic Defense Initiative BMD requirements from 
the viewpoint of those factors. The chapter con- 
cludes with: a discussion of why BMD soft- 
ware development is a difficult job—perhaps 
uniquely so; why we are unlikely to have more 
than a subjective judgment of how trustwor- 
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thy the software is, once produced; and a sum- 
mary of the key software issues. 

The Software Crisis 

Since the mid-1970s DoD officials have in- 
creasingly recognized the difficulties in pro- 
ducing command, control, and information 
processing software for weapon systems." As 
Ronald Enfield says: 

In the 1970s, the world's largest customer 
for computers—the U.S. Department of De- 
fense—changed its focus from hardware to 
software as a major obstacle to progress in de- 
veloping advanced weapons. Reliable software 
is also a crucial component of complex systems 
such as nuclear powtr plants, automatic tell- 
ers, and many othnr technologies that touch 
our lives in critical ways. Yef, as the software 
for these systems has grow n increasingly com- 
plicated, it has become more prone to error." 

The complex of problems associated with 
trying to produce software that operated prop- 
erly, on time, within budget, and maintaina- 
bly over its lifetime was dubbed "the software 
crisis." DoD has found that the software crisis 
is sometimes forcing the military to wait for 
software to be debugged before it can use new 
systems. Progress in alleviating this crisis has 
been slow, and the same problems would ap- 
ply to producing software for BMD. Both the 
Fletcher and Eastport Group reports agreed 
that software development for BMD would be 
a difficult, if not the most difficult, problem 
in BMD development. The Eastport Group 
noted that: 

Software technology is developing against 
inflexible limits in the complexity and relia- 
bility that can be achieved.14 

To understand why DoD and other devel- 
opers of large, complex software systems have 
been experiencing a software crisis, it is first 

necessary to understand the nature of software 
and the demands made on it. 

The Nature of Software 

Digital computers are among our most flex- 
ible tools because the tasks they do can be 
changed by changing the sequences of instruc- 
tions that direct them. Such instruction se- 
quences are called programs, or software and 
are stored in the computer's memory. Flexi- 
bility is attained by loading different programs 
into the memory at different times." Each 
make and model of computer has a unique set 
of instructions in which it must be pro- 
grammed, genetically known as machine in- 
structions or machine language. 

To simplify their job, programmers have de- 
veloped languages that are easier to use than 
machine language. These languages, such as 
FORTRAN, COBOL, and Ada, are known as 
high level languages, and require the program- 
mer to know less about how a particular com- 
puter works than do machine languages. The 
language iu which a program is written is 
known as the source language for the program, 
and the text of the program is called the source 
program or source code.1* A program whose 
source language is a high level language must 
be translated into machine language before be- 
ing loaded into the computer's memory for exe- 
cution. Some lines of text in a source program 
may be translated into many machine instruc- 
tions, some into just a few. 

There are several measures of program size. 
One measure is the number of lines in the text 
of the source program, also known as lines of 
source code (LOC), or number of machine lan- 
guage instructions. Size is greatly variable: a 
simple program to add a list of numbers may 
require 10 or fewer instructions, while a word 

"An early analysts of the problem can be found in Donald 
W. Kosy, "Air Force Command ind Control Information Proc- 
essing Requirements in the 1980s: Trends in Software Tech- 
nology." Rand Report R-1012PR. June 1974. 

"Ronald L. Enfield, "The Limits of Software Reliability," 
Technology Review, April 1987. 

"Eastport Study Croup Report, op. dt., footnote 4. 

"To protect them from change, and to enhance their perforiu- 
ancc, some programs are loaded into memories that are either 
unchangeable or that must be removed *rom the computer to 
be changed. However, most of the memory in nearly all com- 
puter systems is of a type that is reloadable while the computer 
is running. 

•'Instructions and data are encoded into a computer's mem- 
ory as numbers, and programs are sometimes known as codes. 
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processing program may take 10,000 LOC (10 
KLOC). The Navy's AEGIS ship combat soft- 
ware consists of approximately 2 million in- 
structions. 

Size alone is not a good measure of program 
difficulty. Large programs can be simple, small 
ones very complex. The size of a program is 
influenced by the language, computer, pro- 
grammer's expertise, and other factors. A more 
important question is, "How complex is the 
problem to be solved by the program and the 
algorithms used to solve it?"" Compounding 
the problem is the lack of a standard method 
for measuring complexity. 

Failures and Errors in 
Computer Programs 

Since a computer can only execute the in- 
structions that are stored in its memory, those 
instructions must be adequate for all situations 
that may arise during their execution." Incor- 
rect performance by a computer program dur- 
ing its operation is known as a failure. Failures 
in computer programs result from: 

• the occurrence of situations unforeseen by 
the computer programmer's) who wrote 
the instructions, 

• a misunderstanding by the programmers) 
of the problem to be solved (including mis- 
understandings among a group of pro- 
grammers), or 

• a mistake in expressing the solution to the 
problem as a computer program. 

Each of these situations can cause errors in 
the instructions making up computer pro- 
grams, errors manifested as failures when par- 
ticular inputs occur.1* The effects of errors in 

"See chapter 8 for « discussion of algorithm' 
"Some programs, known as self-modifying programs, add to 

or modify their own instruction sequences and then execute the 
resulting instructions. Nonetheless, the response of the program 
to input data is completely deter mined by the instructions that 
are initially stored in its memory. 

"Errors in programs are often called bugs, although the term 
originally meant any cause of incorrect behavior. The origin of 
the term is described in John Shore, The Sachertarte Algorithm, 
(New York, NY: Penguin Books, 1986). 

programs range from minor inconveniences 
(e.g., misspelled words in the program's out- 
put) to catastrophic failures—e.g., the cessa- 
tion of all processing by the computer, wrong 
answers to problems like computing missile 
tracks, or overdoses of radiation to devices con- 
trolled by the computer." " 

Tolerating Errors 

Errors in large computer programs are the 
rule rather than the exception. Freedom from 
errors cannot be guaranteed and is extremely 
rare. Since correcting an error requires chang- 
ing the List of instructions that make up the 
program, the process of removing an error may, 
and often does, introduce a new error. For large 
software, the process of correcting errors is so 
time consuming and expensive that modifica- 
tions to the software are distributed only a few 
times a year. As a result, lists of known errors 
are often published and distributed to users.** 
Where there is a high degree of human inter- 
action with the program during its operation, 
the human user can usually circumvent situa- 
tions where the program is known to fail—oftei* 
by restricting the data input to the program 
or by not using features of the program known 
to be failure-prone. 

The more critical the task(s) of the program 
and the smaller the degree of human interven- 
tion in the program's operation, the smaller 
the tolerance for errors. Accordingly, large, 
critical programs commonly include con- 
sistency checks whose goal is to try to detect 
failures, prevent them when possible, and re- 
cover from them when not. This approach is 

"For a sample of the variety of problems involving computers 
and software, see ACM SIGSOFTSoftware Engineering Notes 
ll(5):3-35, October 1986. 

"Tha occurrence of a failure condition is sometimes known 
as an incident. The software may contain instructions that per- 
mit it to recover from such an incident. If the software success- 
fully corrects the condition, it remains no more than an inci- 
dent. Successful recovery from incidents requires good 
understanding of their causes end corrections, and requires that 
not too many occur at once. 

"Manual pages describing programs used with the UNIX oper- 
ating system, developed and sold by AT&T Bell Laboratories 
and e currently popular operating system, contain as standard 
sections a description of the known bugs in the programs. 
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discussed in more detail in a later section on 
fault tolerance. 

Tolerating Change 

As previously noted, change is both the 
blessing and the curse of the software engineer. 
Software is expected to be flexible, and his de- 
signs must accommodate change. Without its 
flexibility, software would be as useful. Al- 
though software does not wear out in the sense 
that hardware does, complex software systems 
apparently tolerate only a certain amount of 
change. The critical point occurs when changes 
introduce more errors than they fix, i.e., each 
change, on the average, introduces more errors 
than it removes. ** It appears likely that increas- 
ing the rate of change decreases the time to 
reach the critical point. Brooks devotes a chap- 
ter to a discussion of the effects of changes 
in complex systems, concluding with: 

Program maintenance is an entropy-increas- 
ing process, and even its most skillful execu- 
tion only delays the subsidence of the system 
into unfixable obsolescence.'4 

Although Brooks's discussion is more than 
10 years old, it is still valid. Systems that tend 
to be very long-lived, e.g., 20 years old or more, 
undergo complete software redevelopment 
every few years. As an example, the Navy's 
Naval Tactical Data System, first built in the 
early 1960s, has undergone at least five major 
rewrites. 

Traditional Reliability Measures 

Reliability is one measure of system be- 
havior. In engineering, reliability is often ex- 
pressed as the average time between failures. 
For inexpensive consumer items, such as light 
bulbs, it is defined as the expected lifetime of 
the item, since such items are completely 
replaced when they fail. Complicated, expen- 
sive systems, such as automobiles, computer 

"M. Lehman and L. Belady, "Programming System Dy- 
namics," A CM SIGOPS Third Symposium on Operating Sys- 
tem Principles, October 1971. 

"Frederick P. Brooks, Jr., The Mythical Man-Month: Essays 
on Software Engineering, (New York, NY: Addison-Wesley, 
1975). 
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systems, and weapon systems, are designed 
to outlive any particular component by allow- 
ing repair or replacement of components when 
they fail. Failure of a windshield wiper blade 
only requires the quick, inexpensive replace- 
ment of the blade by another that meets the 
same specifications as the failed one. 

Reliability of complicated systems is tradi- 
tionally measured in mean time between fail- 
ure (MTEF), or an equivalent measure such as 
failure rate. MTBF is measured by counting 
failures during operation and then dividing by 
the length of the observation period. For sys- 
tems with no operational history, MTBF must 
be predicted on the basis of estimates of the 
MTBF of each cf the system's components. 
Usually such an estimate is made using the 
assumption that component failures are ran- 
dom, statistically independent events. With- 
out such an assumption, the analysis is much 
more difficult and often impractical for com- 
plex systems. 

Reliability as measured by MTBF is useful 
for systems with the following characteristics: 

• the time to repair the system is unimpor- 
tant to the user, perhaps because a tem- 
porary replacement is available or the user 
has no need of the system for a while; or 

• the time to repair the system is important, 
but can be kept very short compared to 
the MTBF, perhaps by keeping a stock 
of replacement parts on hand; and 

• there are no failures so serious as to be 
unacceptable, e.g., failures that could re- 
sult in human deaths. 

Traditional Reliability Measures 
Applied to Software 

The concept of MTBF has historically been 
of limited use for critical software. For appli- 
cations such as BMD, repair time is extremely 
important. If the system, or parts of it, were 
to fail, the user would have either no response 
or a weakened response to an ICBM attack. 
Accordingly, the concept of MTBF alone is not 
sufficient to judge whether or not the system 
would behave as desired. Furthermore, the 
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models often used for predicting MTBF are 
based on assumptions that are invalid for soft- 
ware. Many models assume that component 
failures are independent and that they are ran- 
dom, i.e., unrelated to system inputs and 
statos. Software components do not fail ran- 
domly: they contain errors thac cause failures 
in the event of particular inputs and particu- 
lar states. The failure of one component often 
causes others to fail because software compo- 
nents tend to be closely interrelated. 

Replacing a software component by a copy 
of itself will cause exactly the same failure un- 
der the eame conditions that caused the origi- 
nal to fail. Remedying a failure consists of mod- 
ifying a component to remove an error in its 
list of instructions, not replacing a failed com- 
ponent with a copy. Once modified, the com- 
ponent can no longer be considered to be the 
same as the original, and previous failure data 
do not apply to it. Finally, a failure in one com- 

ponent is likely to lead to failures in others. 
Consequently, a stock of replacement crmpo- 
nents cannot be kept on hand in hopes of re- 
ducing repair time. 

Regardless of whether MTBF were used to 
indicate software or hardware reliability for 
a BMD system, some failures would be clearly 
more disastrous than others. To be useful, 
MTBF would have to be calculated for differ- 
ent classes of failures. 

In recent work, researchers have shown that 
if inputs are characterized in statistically 
sound ways, it is possible in testing to deter- 
mine with high confidence a meaningful MTBF 
for a program." Nonetheless, MTBF remains 
inadequate as the sole means of characteriz- 
ing software dependability. 

"Allen Currit, Michael Dyer, and Harlan D. Mills, "Certify- 
ing the Reliability of Software," IEEE Transaction On Soft- 
ware Engineering, SE-12(1), January 1986, pp. 3-11. 

SOFTWARE DEPENDABILITY 
Computer scientists and software users have 

devised a variety of ways to evaluate software 
dependability. Ai in deciding which automo- 
bile to buy, the buyer's concerns should deter- 
mine which qualities are emphasized in the 
evaluation. Qualities commonly considered are: 

• correctness—whether or not the software 
satisfies its specification; 

• trustworthiness—probability that there 
are no errors in the software that will cause 
the system to fail catastrophically; 

• fault tolerance—either failure prevention, 
i.e., capability of the software to prevent 
a failure despite the occurrence of an ab- 
normal or undesired event—or failure re- 
covery, i.e., capability of the software to 
recover from a failure when one occurs; 

• availability—probability that the system 
will be available for use; 

• security—resistance of the software to un- 
authorized use, theft of data, and modifi- 
cation of programs; 

• error incidence—number of errors in the 

software, normalized to some measure of 
size; and 

• safety—preservation of human life and 
property under specified operating con- 
ditions. 

For critical software, correctness and trust- 
worthiness are important indicators of depend- 
ability. Fault tolerance assumes importance 
when the system must continue to perform- 
as in the midst of a battle—even if perform- 
ance degrades. Security is important when val- 
uable data or services may be stolen, damaged, 
or used in unauthorized ways. Safety is impor- 
tant in applications involving risk to human 
life or property. Error incidence is important 
in assessing whether or not a piece of software 
should stay in use. 

OTA's characterization of BMD software de- 
pendability will include all of the above-listed 
qualities because: 

• national survival may depend on the 
proper operation of BMD software; 
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• such software would have to be trusted 
to operate well during the enure course 
of a battle; and 

• it would have a long lifetime. 
Early versions of a BMD system may not 

have goals as ambitious as later, more capa- 
ble versions. Nevertheless, we still would want 
to be confident that the software would oper- 
ate well during the course of a battle, would 
do so without undue pause for failure recov- 
ery, would be secure, and would be safe to oper- 
ate. In addition, since it would surely undergo 
continual modification during its lifetime, we 
would need to be sure that it was being main- 
tained without repeated introduction of new 
errors. 

Dependability needs to be attended to from 
the beginning of software development, for it 
is not easily added on later. Software designs 
often must be redone after system delivery 
when performance has been emphasized at the 
cost of such factors as correctness, fault toler- 
ance, or security. The cost of redoing software 
may greatly exceed the original cost. Software 
designed for dependability may contain mech- 
anisms fcr later improving its correctness, 
trustworthiness, fault tolerance, security, and 
safety later. For example, fault tolerance was 
strongly considered in the design of the 
SAFEGUARD software. During tests of the 
prototype system engineers realized that the 
wrong set of faults had been accommodated. 
Because the mechanism for detecting and re- 
sponding to faults had been incorporated into 
the design, the set of faults tolerated by the 
system was changed in a matter of only a few 
weeks. This change involved perhaps 10 per- 
cent of the lines of code in the operational suft- 
ware.** 

Figures of Merit 

No single figure of merit can indicate depend- 
ability. Single figures of merit generally focus 
on some single characteristic, such as the cost 
to discover a password that would permit en- 
try to a computer system. Because software 

~~"Victor Vyssotaky, personal communication, 1987. 

engineering is a young discipline, software 
engineers do not yet know very well how to 
evaluate software quantitatively. And because 
information permitting numerical evaluation 
of software is usually considered proprietary, 
few data are available anyway for such. uialy- 
sis. Accordingly, we would not expect a use- 
ful quantitative evaluation of BMD software 
dependability to be available for many years. 
Therefore, only a brief analysis of each soft- 
ware property contributing to dependability 
follows. 

Trustworthiness is probably the most impor- 
tant quality for BMD software. The applica- 
tion is critical. Software engineers are unable 
to produce complex software that is correct 
and error-free at the current state of the art. 
Although BMD software should still be as 
nearly correct, highly available, error-free, se- 
cure, and safe to use as possible, we must above 
all know whether or not it could be trusted. 

Correctness 

Software developers work from specifica- 
tions, both written and verbal, that are in- 
tended to convey the desired system behavior. 
The specifications are frequently developed by 
people with little familiarity with software e.g., 
a Naval officer untrained in software develop- 
ment who writes specifications for a ship's 
combat management system. "Correct" soft- 
ware exhibits exactly the behavior described 
by its specifications. To convince himself and 
his customer that he has done his job, the soft- 
ware developer must somehow demonstrate 
that his software is correct. 

Mathematical Correctness 
Because no single technique has proved com- 

pletely effective to demonstrate program cor- 
rectness, software developers use a variety of 
techniques try to demonstrate that their soft- 
ware adequately approximates its specifica- 
tions. Computer scientists, in recognition of 
the problems involved, have devoted consid- 
erable research to such techniques. They have 
investigated formal and informal, mathemati- 
cal and non-matbematical ideas. Much of the 

■ «>■ ■», —»»a^fcai i    ii    r i ■ iwuMaManawa^i**^ 



230 

l »search attention has been focused on devel- 
oping "program verification"—mathematical 
techniques to verify that a computer program 
is correct with respect to properties required 
of it. Some progress has been made in mathe- 
matically proving that programs are correct. 
It is unlikely, though, that a sudden break- 
through will occur leading to order-of-magni- 
tude gains in productivity and greatly im- 
proved dependability. Brooks analyzed this 
possibility: 

Can both productivity and product reliabil- 
ity be radically enhanced by following the pro- 
foundly different strategy of proving designs 
correct before the immense effort is poured 
into implementing and testing them? 

I do not believe we will find productivity 
magic here. Program verification is a very 
powerful concept, and it will be very impor- 
tant for such things as secure operating sys- 
tem kernels. The technology does not prom- 
ise, however, to save labor. Verifications pre 
so much work that only a few substantial pro- 
grams have ever been verified. 

Program verification does not mean error- 
proof programs. There is no magic here, either. 
Mathematical proofs can also be faulty. So 
whereas verification might reduce the prog- 
ram-testing load, it cannot eliminate it. 

More seriously, even perfect program veri- 
fication can only establish that a program 
meets its specification. The hardest part of the 
software task is arriving at a complete and 
consistent specification, and much of the es- 
sence of building a program is in fact the 
debugging of the specification." 
Although mathematical techniques for dem- 

onstrating correctness are not frequently ap- 
plied, other techniques—such as design re- 
views, code reviews, and building software in 
small increments—are. The one technique al- 
ways used by software developers, however, 
is testing. 

Testing 
Program developers test a program by plac- 

ing it in a simulated operating environment." 

"Frederick P. Brooks, Jr., "No Silver Bullet, Essence and Ac- 
cidents of Software Engineering," op. cit., footnote 5, p. 16. 

"For presentation purposes, the discussion of testing here 
is simplified, omitting, e.g., component testing. Appendix A 
contains a more complete discussion. 

The simulation supplies inputs to the program, 
and the testers examine its output for fail- 
ures.** They report any failures to the program- 
mers, who correct the relevant errors and re- 
submit the program for testing. The sequence 
continues until the developers agree that the 
program has passed the test. The final stage 
of testing developmental software for large and 
critical systems, especially military software, 
is acceptance testing. A previously agreed- 
upon test is run to show that the software 
meets criteria that make it acceptable to the 
user. 

It has been shown that testing of every pos- 
sible state of the program, known as exhaus- 
tive testing, is not practical even for simple 
programs. To illustrate this point, John Shore 
calculated the amount of time required to test 
the addition program used by 8 digit calcula- 
tors to add 2 numbers. He estimated that, at 
the rate of one trial per second it, would take 
about 1.3 billion years to complete an exhaus- 
tive test.10 

For large, complicated programs, the num- 
ber of tests that can be run practically is small 
compared to the number of possible tests. 
Therefore, developers apply a technique called 
scenario testing. They observe the program's 
behavior in an operational scenario that the 
progi am would typically encounter. They may 
establish the scenario by simulating the oper- 
ational environment, such as an aircraft flight 
simulator. Alternatively they may place the 
software in its actual environment under con- 
trolled conditions. For example, a test pilot 
may put an aircraft with new avionics software 
through a series of predetermined maneuvers. 
In the former case, the simulator must first 
be shown to be correct before the results can 
be considered valid. If the simulator itself re- 
lies on software, showing the validity of the 
simulation may be as difficult or more diffi- 
cult than showing the correctness of the pro- 
gram to be tested. 

"Good testers carefully determine the inputs to be used in 
advance, often including some tests using random inpute, and 
some using nonrandom, so as to get representative coverage 
of the expected operational inputs. 

"John Shore, op. cit., footnote 19, pp. 171-172. 
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For systems like aircraft, such tests are so 
expensive that only relatively few scenarios 
can be flown. Flight tests of the avionics soft- 
ware for the Navy's A-7 aircraft, including 
land- and carrier-based tests, cost approxi- 
mately $300,000. Scenario teste for the SAFE- 
GUARD system consisted of installing a test 
version of the system at Xwajalein missile 
range and firing one or two missiles at a time 
at it. 

Since exhaustive testing is not practical, 
testing cannot be telied upon to show that a 
computer program completely e nd exactly be- 
haves according to its specifications or even 
that it contains no error?». As stated by com- 
puter scientist Edsger Dijkstra: 

Program testing can be used to show the 
presence of bugs, but never to show their ab- 
sence!" 
The deficiencies of testing as a means of 

showing correctness and freedom from errors 
have moved software engineers to seek other 
methods, such as mathematical. They have 
aljo sought means of measuring error inci- 
dence. In addition, they are developing meth- 
ods for random testing that permit statistical 
inferences about failure rates." 

Error Incidence 

Some assert that error incidence—measured, 
for example, by the number of errors found per 
thousand lines of source code—measure pro- 
gram correctness. Those making this asrc.t.'tion 
assume that it is possible to count errors un- 
ambiguously and that the more errors a pro- 
gram has the less its behavior will conform to 
its specifications. They then portray the de- 
bate over BMD software dependability as 
hinging on the question of whether or not the 
software would contain errors, and how many 
it would contain. 

Both critics and proponents of an attempt 
to build SDI software agree that any such soft- 
ware would contain errors. As put by the East- 
port Group: 

Simply because of its inevitable large size, 
the software capable of performing the battle 
management task for strategic defense will 
contain errors. All systems of useful complex- 
ity contain software errors." 

Ware Myers notes: 

The whole history of large, complex software 
development indicates that errors cannot be 
completely eliminated.*4 

David Parnas asserts that: 

Error statistics make excellent diversions 
but they do not matter. A low error rate does 
not mean that the system will be effective. All 
that does matter is whether software works 
acceptably when first used by the customers; 
the sad answer is that, even in cases much sim- 
pler than SDI, it does not. What also matters 
is whether we can find all the "serious" errors 
before we put the software into use. The sad 
answer is that we cannot. What matters, too, 
is whether we could ever be confident that we 
had found the last serious error. Again, the 
sad answer is that we cannot. Software sys- 
tems become trustworthy after real use, not 
before.** 

Trustworthiness 

Since correctness and error rates are not the 
real issues in the software debate, trustwor- 
thiness has become the focus. The issue is 
whether or not BMD software could be pro- 
duced so that h would be trustworthy despite 
the presence of errors. In common usage, relia- 
bility and trustworthiness are often considered 
to be the same. In engineering usage, reliabil- 
ity has become associated with specific meas- 
ures, such as MTBF. There have been few at- 
tempts to quantify trustworthiness, despite 

"J. ftahl, E.W. Dijkstra, and C.A.R. Hoare, "Note» on Struc- 
tured Programming," Structured Programming (London: Aca- 
demic Press, 1972), p. 6. 

"See the discussion on the cleanroom method in appendix A 
for more details. 

"Eastport Study Group Report, op. dt, footnote 4. 
••Ware Myers, "Can Software for the Strategic Defense Ini- 

tiative Ever Be Error-Free7" IEEE Computer XX:61-67, No- 
vember 1986. 

"David L. Parnas, "SDI Red Herrings Miss the Boat," (Let- 
ter to the Editor), IEEE Computer 20;2):6-7, February 1987. 
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the desirability of trustworthy systems. One 
possible reason may be that trust is determined 
qualitatively as much as quantitatively: peo- 
ple judge by past experience and knowledge 
of internal mechanisms as much as by num- 
bers representing reliability. Another possible 
reason is that most systems in critical appli- 
cations are safeguarded by human operators. 
Although the systems are trusted, the ultimate 
trust resides in the human operator. Nuclear 
power stations, subway systems, and autopi- 
lots are all examples.** 

As noted in chapter 7, a BMD system would 
leave little time for human intervention: trust 
would have to be placed in the system, not in 
the human operator. Accordingly, it is impor- 
tant to be able to evaluate the trustworthiness 
of BMD software. One suggested definition is 
that trustworthiness is the confidence one has 
that the probability of a catastrophic flaw is 
acceptably low.11 Trustworthiness might be de- 
scribed by a sentence such as "The probabil- 
ity of an unacceptable flaw remaining after 
testing is less than 1 in 1,000."** (This meas- 
ure of trustworthiness has only recently been 
suggested, and no data have yet been pub- 
lished to support it.) Estimating trustworthi- 
ness consists of testing the software in a ran- 
domly selected subset of the set of internal 
states with a randomly selected subset of the 
possible inputs. The set of possible inputs and 
internal states must be known. It must be pos- 
sible to recognize a catastrophic test result, 
i.e., the expected operating conditions must 
be well-understood. For BMD systems, this 
means understanding the expected threat and 
countermeasures as well as testing under con- 
ditions closely simulating a nuclear envi- 
ronment. 

"Even when human operators are aware of a problem they 
sometimes do not or cannot react quickly enough, or with the 
proper procedures, to prevent disaster. 

"David L. Parnas, "When Can We Trust Software Systems?" 
(Keynote Address), Computer Assurance, Software Systems In- 
tegrity: Software Safety and Process Security Conference. July 
1986. 

"David L. Parnas, personal communication, 1987. 

Fault Tolerance 

Realizing that errors in the code and un- 
foreseen and undesired situations are inevita- 
ble, software developers try to find ways of 
coping with the resulting fallures. Software is 
considered fault-tolerant if it can either pre- 
vent or recover from such failures, whether 
they are derived from hardware or software 
errors or from unanticipated input. Techniques 
for fault tolerance include: 

• back-up algorithms, 
• voting by three or more different imple- 

mentations of the same algorithm, 
• error-recovery programs, and 
• back-up hardware. 
Program verification techniques, discussed 

above, attempt to prove correctness by math- 
ematical analysis of the code. In contrast, fault- 
tolerant techniques attempt to cope with fail- 
ures by analyzing how a program behaves dur- 
ing execution. 

Since a BMD system would have to operate 
under widely varying conditions for many 
years, its software would have to incorporate 
a high degree of fault tolerance. Unfortunately, 
there are no accepted measures of fault toler- 
ance, and design of fault-tolerant systems is 
not well understood. As an example, space 
shuttle flight software is designed in a way 
thought to be highly fault-tolerant. Four iden- 
tical computers, executing identical software, 
vote on critical flight computations A fifth, ex- 
ecuting A different flight program, operates in 
parallel, providing a backup if the other four 
fail On an early attempted shuttle launch, this 
flight system failed because the backup pro- 
gram could not synchronize itself with the four 
primary programs. The failure, occurring just 
20 minutes before the scheduled lift-off, caused 
the flight to be postponed for a day. It was 
a direct result of the attempt to make the soft- 
ware fault-tolerant. 

The price for fault tolerance is generally paid 
in performance and complexity. A program in- 
corporating considerable code for the purpose 
of detecting, preventing, and recovering from 
failures will be larger and operate more slowly 

I 
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than one that does not. A successful fault-toler- 
ant design will result in a system with higher 
availability than a corresponding system built 
without regard for fault tolerance. Producers 
of noD „ritical software may not care to pay 
the price. Those concerned with critical sys- 
tems that must operate continuously often feel 
that they must. 

Availability 

Systems that are intended to maintain con- 
tinuous operation are often evaluated by cal- 
culating their availability, i.e., the percent of 
time that they are available for use. Availabil- 
ity is easily measured by observing, for some 
interval, the amount of time the system is un- 
available (the "down" time) and available (the 
"up" time) and then calculating (up time)/(up 
time + down time). As with other figures of 
merit, availability figures are useful when the 
conditions under which they were measured 
are well-known. Extrapolation outside of those 
conditions is risky. Since prediction of avail- 
ability is equivalent to prediction of MTBF and 
mean time to repair (MTTR)—measures of up- 
and down-times, respectively—availability is 
at least as difficult to predict as MTBF and 
MTTR are individually. 

Security 

Computer users concerned with preserving 
the confidentiality of data and the effective- 
ness of weapon systems, such as banks or the 
military, consider security a necessary condi- 
tion for dependability. Breaches of security 
that concern such users include: 

• knowledge by an opponent of the al- 
gorithms implemented in a computer con- 
trolling a weapon system, allowing him 
to devise ways of circumventing the strat- 
egy and tactics embodied in those al- 
gorithms; 

• access by unauthorized use. *• to sensitive 
or classified data stored in a computer; 

• denial of access by authorized users to 
their computers, thereby denying them 
the capabilities of the computer and the 
data stored in it; and 

• substitution of an opponent's software for 
operational software (changing even a few 
instructions may be potentially disas- 
trous), allowing the opponent to divert the 
computer to his own uses. 

Many of the preceding concerns only apply 
if a computer must use a potentially corrupti- 
ble communications channel to receive data or 
instructions from another computer or from 
a human.*• Any BMD system would contain 
such links. (The possibility that a link could 
be corrupted and measures for preventing such 
corruption are discussed in ch. 8.) Over these 
channels one might: 

• load revised programs into the memories 
of the BMD computers; 

• correct errors in existing programs; 
• change the strategy incorporated into ex- 

isting programs; or 
• accommodate changes to software re- 

quirements, such as might be caused by 
the introduction of new technology into 
the BMD system. 

In addition, any BMD architecture would 
contain communications channels for the ex- 
change of data between battle management 
computers and sensors and among battle man- 
agement computers. 

Since the 1960s, when computers started to 
be used on a large scale in weapon systems, 
the DoD has expended considerable effort to 
find ways of making computer systems secure. 
As yet, no way has been found to meet all the 
security requirements for computers used in 
the design, development, and operation of 
weapon systems. As Landwehr points out in 
a discussion of the state of the art in develop- 
ing secure software: 

At present, no technology can assure both 
adequate and trustworthy system perform- 
ance in advance. Those techniques that have 
been tried have met with varying degrees of 
success, but it is difficult to measure their suc- 
cess objectively, because no good measures ex- 

$ 'i 
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"Physical security, i.e., control of physical access to comput- 
ing equipment, is a problem as well, generally unsolvable by 
technical means and outside the sccpe of this report 
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ist for ranking the security of various sys- 
tems.40 

Although there is no quantifiable measure 
of the security of a computer system, the DoD 
has developed a standard for evaluating the 
security of computer systems." The evalua- 
tion consists of matching the features provided 
by a system against those known to be neces- 
sary, albeit not sufficient, to provide security. 
For example, the second highest rating is given 
to those systems that let users label their data 
according to its security level, e.g., Confiden- 
tial or Secret, then protect the labels against 
unauthorized modification. Furthermore, the 
developer must show the security model used 
in enforcing the protection and show that the 
system includes a program that checks every 
data reference to ensure that it follows the 
model. As with fault tolerance, incorporating 
security features into software exacts penal- 
ties va performance and complexity. 

Safety 

A  software engineering journal distin- 
guish-nl between safety and reliability: 

Safety ard reliability are often equated, 
especially with respect to software, but there 
is a growing trend to separate the two con- 
cepts. Reliability is usually defined as the 
probability that a system will perform its in- 
tended function for a specified period of time 
under a set of specified environmental condi- 
tions. Safety is the probability that conditions 
which can lead to an accident (hazards) do not 
occur whether the intended function is per- 
formed or not. Another way of saying tins is 

that software safety involves ensuring that 
the software will execute within a system con- 
text without resulting in unacceptable risk.41 

Interest in software safety has increased 
markedly in recent, years. Formal publications 
specifically addressing eoftware safety issues 
started appearing in the early 1980s.4* As yet, 
there are no standard measures or ways of 
assessing software safety. Nonetheless, it is 
important that BMD software be safe so as 
to prevent accidents that are life-threatening 
and costly. An unsafe BMD system might, for 
example, accidentally destroy a satellite, space 
station, or shuttle. 

Appropriate Measures of Software 
Dependability 

As should be clear from the preceding discus- 
sion, software dependability cannot be cap- 
tured in any single measure. Correctness, 
trustworthiness, safety, security, and fault tol- 
erance are all components of dependability. All 
should be considered in the development of 
software for a BMD system. Attempts to 
quantify them in a clear-cut way require speci- 
fying too many conditions on the measure to 
allow useful generalization. Estimates of the 
dependability of BMD software would always 
be suspect, since in large part they would al- 
ways be subjective. Until we can quantify soft- 
ware dependability we cannot know that we 
have developed dependable BMD software. 
The following sections discuss the factors in- 
volved in developing dependable software. 

"Carl Landwehr, "The Best Available Technologies For Com- 
puter Security," IEEE Computer, July 1983, p. 93. 

""DoD Standard 5200.28, Department of Defense Trusted 
Computer System Evaluation Criteria," (Washington, DC: De- 
partment of Defense, Aug. 15, 1983). 

-IEEE Transactions on Software Engineering: Special Is- 
sue On Reliability And Safety In Real-Time Process Control, 
SE-12(9):877, September 1986. 

"Nancy Leveson and Peter Harvey, "Analysing Software 
Safety," IEEE Transactions oa Software Engineering, SE-9CI), 
September 1983, pp. 669-579, was one of the first papers to dis- 
cuss software safety. 

CHARACTERISTICS OF DEPENDABLE SYSTEMS 
Despite the lack of ways of quantifying con- 

fidence in software, people trust many com- 
puterized systems. Further, people are willing 
to undertake development of many systems 

with confidence that they will be reliable when 
finished. In this section we discuss why sys- 
tems come to be trusted and give some exam- 
ples of trusted systems. We divide methods 

_^«Mtfita«IMk*r«i» 



of gaining trust into two classes: those based 
on observations of the external behavior of the 
system, and those based on understanding how 
the system operates internally. 

Observations of External Behavior 

A system, whether containing software or 
not, may be considered to be a black box with 
connections to the outside world. One may ob- 
serve the inputs that are s«jnt to the box and 
the outputs it produces. The next few sections 
discuss methods of gaining confidence in soft- 
ware and systems based on black-box obser- 
vations of the software. 

Extensive Use and Abuse 
Perhaps the most important factor inspir- 

ing confidence in software is that the software 
has been used extensively. A good analogy is 
the automobile. Confidence comes from 
familiarity with cars in general and frequent 
use of one's own car. Having seen that the en- 
gine will start when the key is turned hundreds 
of times gives one the feeling that it will start 
the next time the key is turned. Automatic 
teller machines, electronic calculators, word 
processors, and AT&T's long distance tele- 
phone network are all examples of systems con- 
trolled by software that are trusted to work 
properly. The trust is built on extensive ex- 
perience: one has high confidence that the tele- 
phone will work the next time it is tried be- 
cause it usually has in the past. 

Confidence is considerably enhanced when 
e system continues to work even though 
abused. A car that starts on cold and rainy 
days inspires increased confidence that it will 
start on mild and sunny days. Observing that 
calls still get through under heavy calling con- 
ditions (albeit not as quickly), that dialing a 
non-existent number produces a meaningful 
rerponse, and that calls can still be made when 
major trunk circuits fail boosts one's confi- 
dence that nearly all one's calls will get through 
under normal conditions. Conversely, system 
failure detracts from confidence. Having ob- 
served that issuing a particular command to 
a word processor sometimes results in mean- 
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ingless text being inserted into a document 
leads one to refrain from using that command. 

It is important to note that extensive confi- 
dence comes from extensive use and not from 
testing that incompletely simulates use. No 
one would consider granting a licenpe to a pi- 
lot who had spent extensive time in a flight 
simulator but had never ac tually flown an air- 
plane. Simulated use inspires confidence to the 
degree that the simulation approximates oper- 
ational conditions. Real-world complications 
are often either too expensive or too poorly 
understood to simulate. In testing systems, 
simulators are useful for convincing ourselves 
that the gain from putting the system into its 
operating environment is worth the attendant 
cost and risks. They allow the jump to actual 
use with some confidence that disaster will not 
result. 

Predictable Environments 
Confidence in software also comes from be- 

ing able to predict the behavior of the software 
in its operational environment. If the environ- 
ment itself is predictable, the job of designing 
and testing the software is considerably eased. 
For example, engineers can predict and math- 
ematically analyze the number of telephone 
calls per hour that a particular switching cen- 
ter wUl receive at any time of day. The num- 
ber and type of signals that will be received 
on the telephone lines (e.g., the 7 digits in a 
local telephone number) are known because 
their specifications form part of the require- 
ments for the telephone system and are deter- 
mined by the designers. The software and hard- 
ware may then be designed to cope with the 
telephone traffic and the signal types based 
on the specifications. 

Engineers can observe the system in opera- 
tion to verify predictions before new software 
is placed into operation. Finally, they can ob- 
serve the behavior of new software in terms 
of number of calls handled, number of calls 
rerouted, and other parameters for different 
traffic loads. Observing that behavior matches 
predictions builds confidence in the operation 
of the system. Nonetheless, even when the de- 
velopers have extensive experience with a well- 
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controlled environment, they sometimes make 
mistakes in prediction and do not discover 
those mistakes until the system goes into use. 

Low Cost of a Failure 
Although extensive use and environmental 

predictability both strongly influence the 
amount of confidence placed in a system, they 
are not sufficient to induce users to continue 
using a system after significant failures. Large, 
complicated software systems inevitably ex- 
perience software failures. Therefore, users 
don'i have confidence in the software unless 
.he risk associated with a failure is smaller than 
the gain from using the software. A word proc- 
essor that loses documents may go unused be- 
cause the cost of re-creating the document is 
greater than the effort saved by using the word 
processor. 

If, however, an easy method of recovering 
from such losses is available, perhaps by in- 
cluding a feature in the word processor that 
automatically saves back-up copies of docu- 
ments, then the cost to the user of the failure 
becomes acceptably low: he can recover his doc- 
ument when it is lost. Similarly, the cost of 
recovering from a misconnected phone call is 
small to the dialer and to the telephone com- 
pany. (Although a misdialed phone call is not 
really a system failure, the same principle ap- 
plies: users can recover quickly and easily.) The 
ability to recover from a failure at low cost in- 
creases confidence in and willingness to use 
a system. 

Systems With Stable Requirements 
A desire for flexibility is a prime motive for 

using computer systems. The behavior of a 
computer can be radically altered by chang- 
ing its software. Radical changes may be made 
to a computer program throughout its entire 
lifetime. Because there is no apparent physi- 
cal structure involved, the impact of change 
may not be readily appreciated by those who 
demand it without having to implement it. No 
one would ask a bridge builder to change his 
design from a suspension to an arch-supported 
bridge after the bridge was half built without 
expecting to *>ay a high price. The equivalent 

is often demanded of software builders with 
the expectation of little or no penalty in sched- 
ule, cost, or dependability. 

An example is the combat system software 
for the first of the Navy's DD 963 class of des- 
troyers. During the development of the soft- 
ware, which cost less than 1 percent of the cost 
of building the ship, the customers imposed 
major changes on the software developer. The 
original requirements specified that the com- 
bat system need only provide passive elec- 
tronic warfare functions. One year into devel- 
opment the buyers added a requirement for 
active electronic warfare. A year later they re- 
moved the requirement for active electronic 
warfare. On the ship's maiden voyage its com- 
mander issued a casualty report on the soft- 
ware: the ship could not perform its function 
because of deficiencies in the software. Al- 
though the major requirements changes were 
probably not the only reason for the deficien- 
cies, they were certainly a prime contributing 
factor. 

The B-1B bomber is another example of a 
system where deficiencies have resulted from 
too much change during development. Accord- 
ing to a report on the B-1B bomber, 

Defense officials blame many of the pro- 
gram's problems on the decision to begin pro- 
ducing the aircraft at the same time that re- 
search and development efforts were under 
way, forcing engineers to experiment with 
some systems before they were completely de- 
veloped.44 

Conversely, a system whose requirements 
change little during the course of development 
is more likely to work properly. Developers 
have a chance of understanding the problem 
to be solved: they need not continually reana- 
lyze the problem and revise their solution. Sta- 
bility of requirements is particularly important 
for software because of the many decisions in- 
volved in software design. Each subdivision 
of a program into subprograms involves deci- 
sions about the functions to be performed by 
the subprograms and about tho interfaces be- 

M"New Weapon Suffer« From Major Defects," Washington 
Post, Jan. 7, 1987. p. Al. 
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tween them. Writing each subprogram further 
involves decisions on the algorithm to be used, 
the way data are to be represented, the order 
of the actions to be performed, and the instruc- 
tions to be used to represent these actions. 

Decisions made early in the process are more 
difficult to cl .nge than those made later in the 
process because later decisions are often de- 
pendent on earlier ones. Furthermore, the proc- 
ess of change is more expensive in later phases 
of a project because there are more specifica- 
tions and other documentation. Using data 
from SAFEGUARD software and software 
projects at IBM, GTE, and TRW, one expert 
has shown that, as a result of the preceding 
factors, error correction costs (and costs to 
make other software changes) increase expo- 
nentially with time. In Boehm's words: 

These factors combine to make the error 
typically 100 times more expensive to correct 
in the maintenance phase than in the require- 
ments phase.4* 
Clearly then, for systems where require- 

ments change little during development, not 
only can one have increased confiderce in the 
software, but one can also expect it to cost less. 
Among the developers of large, complex sys- 
tems who attended OTA's workshop on SDI 
software, there was unanimous agreement th*t 
BMD software development could not b^gin 
until there were a clear statement of the re- 
quirements of the system.** 

Systems Based on Well-Understood 
Predecessors 

As with other human engineering projects, 
successful software systems are generally the 
result of slow, evolutionary change. Where rad- 
ical changes are attempted, failure rates are 
high and confidence in performance is low. This 

"Barry W. Boehm. Software Engineering Economics (Engle- 
wood Cliffs, NJ: Prentice-Hall. 1981). figure *. 1. p. 40. 

•Attendees at the workshop included scfWa/e developers who 
participated in the development of SAFEGUARD, Hard Site 
defense, telephone switching systems, o^rital communication 
networks. Ada compilers, and operating systems. 

rule can be seen in endeavors such as bridge 
building" as well as software design.*' 

With the example and experience of a previ- 
ous solution to a problem, a software developer 
can have the confidence that a system to solve 
a small variation on the problem can be cor- 
rectly produced. The structure of the previous 
solution and the associated algorithms may 
be applied again with small variations. A good 
example is the software used by NASA to com- 
pute the orientation of unmanned spacecraft. 
The orientation, also known as attitude, is com- 
puted by ground-based computers while the 
spacec'" ' ;n operation. Attitude is deter- 
mined '<<•"■ *•♦»•' readings of sensors on board 
thesp&s -*•• Tl«es9nsor readings are teleme- 
tered to ear '„l i» sv pjjlied as input to an atti- 
tude determi. . v « program for the spacecraft. 
The algorithms ior computing orientation are 
well known and have been used many times. 
The design of the attitude determination soft- 
ware that incorporates the algorithms is also 
dependable. 

The design of an attitude determination pro- 
gram for a new spacecraft starts with the de- 
sign of an earlier program and consists of mod- 
ifying the design to take into account sensor 
and telemetry changes. Many of the subpro- 
grams from the earlier program are reused in- 
tact, some are modified, and some new sub- 
programs are written. A typical attitude 
determination program of this type is 50,000 
to 125,000 lines of code in size and takes about 
18 months to produce. It must be produced 
before the launch of the associated satellite, 
and raust work when needed so that the satel- 
lite may be maneuvered as necessary. The de- 

"As stated by Henry Petroski in To Engineer Is Human: The 
Role of Failure in Successful Design, (New York, NY: St. Mar- 
tin's Press. 1985), p. 219. 

... departures from traditional design« art more likely than not 
to hold suri riws. 

"Early compilers for the new Ada language have been sc «>ow, 
unwieldy to use, and bug-ridden that they have been worthless 
for real software development This situation has occurred de- 
spite the fact that compilers for older languages ruch «a FOR- 
TRAN, for which there have been compilers since the mid-1950s, 
are considered routine development tasks. The main contribut- 
ing factors were the many features, especially the many new 
features, incorporated into Ada. 
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veloper's confidence in his ability to meet these 
criteria is based on the success of the previ- 
ous attitude determination programs. 

The developers of the SAFEGUARD soft- 
ware believed they could solve the problem of 
defending a small area from a ballistic missile 
attack because similar, but somewhat simpler, 
problems had been solved in the past. The his- 
tory of missile defense systems can be traced 
back to World War II anti-aircraft systems, 
starting with the T-10 gun director. Next came: 
the M-9 gun director, which ultimately at- 
tained a 90 percent success rate against the 
V-l flying bombs; the Nike-Ajax missile inter- 
ceptor system; then, the Nike-Hercules, im- 
proved Hercules, Nike-Zeus, Nike-X, and Sen- 
tinel ABM systems.0 Each system typically 
involved some mission changes and a change 
of one or two components over the previous 
one. Although the last few of these were never 
used in battle, constraining judgments of suc- 
cess in development, the evolutionary process 
is clear. 

Note that the evolutionary approach re- 
quires the availability of experience gained 
from the earlier systems. Experience may take 
the form of personal memories or of documen- 
tation describing earlier programs. In other 
words, most of the problem must be well- 
understood and the solution clearly described. 
As Parnas put it, following a series of obser- 
vations on what makes software engineering 
hard, 

The common thread in all these observations 
is that, even with sound software design prin- 
ciples, we need broad experience with similar 
systems to design good, reliable software.'4 

Observat'ons of Internal Behavior 

The above approaches to gaining confidence 
in software are based on observing the exter- 
nal behavior of the software without trying to 
determine how it behaves internally. That is, 
the software is tested by observing the effects 

of executing co nputer programs rather than 
the mecbanif>'Ji8 by which those effects are 
produced i'he next few sections discuss meth- 
ods based on observing the internal behavior 
of programs—methods that may be called 
"clear box" to denote that the internal mech- 
anism used to produce behavior may now be 
observed. 

Simple Designs 
It is not practical to give mathematical 

proofs that software performs correctly. Given 
a simple design and a clear specification of re- 
quirements, it is sometimes possible to give 
a convincing argument that each requirement 
is satisfied by some component of the design. 
Similarly, a convincing argument can be given 
that a simple design is properly implemented 
as a program. As with reliability measures, 
how convincing the argument is depends on 
subjective judgment. Where only a weak argu- 
ment can be given that the design properly im- 
plements the requirements and that the code 
properly implements the design, there would 
be little reason to trust the software, especially 
in its initial period of operation. As one expert 
puts it, 

... the main principle in dealing with compli- 
cated problems is to transform them into sim- 
ple ones." 
Put another way, each complication in a de- 

sign makes it less trustworthy. Simplicity, is, 
of course, relative to the problem. The inher- 
ent complexity of a problem it may require 
complex solutions. The designer's job is to 
make the solution as simple as he can. As Ein- 
stein said: 

Everything should be as simple as possi- 
ble, but no simpler." 

Disciplined Development 

The software development process com- 
prises a variety of activities. Describing soft- 
ware cost estimation techniques, Boehm iden- 

The history of missile defense systems given here was sup- 
plied in ■ 1987 personal communication by Victor Vyssotsky. 
responsible for development of S \FEGUARD software. 

"David L. Parnas. op. dt. footnote 1. 

»T.C. Jones. Design Methods, Seeds Of Human Futures, (New 
York: John Wiley & Sons. 1980). 

"Personal communication. P. Neumann. 
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tifies 8 different major activities occurring 
during software development and 15 different 
cost drivers.M Other estimators use different 
factors. (One early study introduced more than 
90 factors influencing the cost of software de- 
velopment.) Fairley lists 17 different factors 
that affect the quality and productivity of soft- 
ware." There is general agreement that many 
factors affect software development. There is 
still considerable doubt over how to identify 
the factors that would most significantly affect 
a new project—particularly if there is little ex- 
perience with the development environment, 
the personnel involved, or the application. Ap- 
pendix A describes the typical software devel- 
opment process and some of the complicating 
factors. 

Development of large, complicated software 
must be a carefully controlled process. As the 
size and complexity of the software increases, 
different factors may dominate the cost and 
quality of the resulting product. Based on per- 
sonal observations, Horning conjectured that: 

... for every order of magnitude in software 
size (measured by almost any interesting met- 
ric) a new set of problems seems to domi- 
nate." 
Although it is early to expect an accurate 

estimate of the size of BMD software, current 
estimates of the size of SDI battle manage- 
ment software range from a factor of 2 to a 
factor of 30 larger than the largest existing 
systems (and the the accuracy of some esti- 
mates if« judged to be no better than o factor 
of 3)." If Homing's statement is correct, then 
there is reason to suspect that currently un- 
foreseen problem» would dominate BMD soft- 
ware development. Solving these problems 

"Soft ware Engineering Economics, op. cit., footnote 45, p. 98. 
"Richard Fairiey, Software Engineering Concepts, (New York, 

NY: McGraw-Hill. 1985). 
"Jim Homing, "Computing in Support of Battle Manage- 

merit: ACM SIGSOFT Software Engineering Notes 1<X5):24- 
27. October 1985. 

"Barry Boehm, author of Softwfe Engineering Economics. 
and deviser of the most popular tnalytical software cost esti- 
mation model in use today, estimated, in a personal communi- 
cation, that estimates of the size of SDI battle management 
software with which he was familiar could easily be in error by 
a factor of 3. 

would add to the time and expense involved 
in producing the software, and may undermine 
judgments of its reliability. 

The development process must be geared to 
controlling the effects of the dominating fac- 
tors. An example is the procedures by which 
changes ai e made. Most software development 
can be viewed as a process of progressive 
change. At every phase, ideas from the previ- 
ous phase are transformed into the products 
of the current phase. For very «unall projects, 
the changes may be kept in the mind of one 
person. For moderately small projects, varbal 
communication among the project members 
may suffice to keep track of changes. 

For larger projects, the number of people in- 
volved and the length of time of the project 
require that changes be approved by small 
committees and that written lists of revisions 
be distributed to all project personnel at regu- 
lar intervals. Revised products of earlier phases 
are also distributed to those who need them. 
For very large projects, formal change control 
boards are established and all changes to base- 
line designs must be approved before they are 
implemented. A library of approved documents 
and programs is maintained so that all person- 
nel have access to the same version of all 
project products. The process of controlling 
change becomes a source of considerable over- 
head, but is necessary so that all project mem- 
bers work from the same assumptions. 

Factors Distinguishing DoD 
Software Development 

There are some similarities between Der 
and commercial software. The environments 
where DoD uses software are also found out- 
side of DoD. Commercial and NASA avionics 
systems perform many of the same functions 
as military avionics, and must also work in life- 
threatening situations. Furthermore, the soft- 
ware must ultimately be produced in the same 
form, i.e., as a computer program, often in i he 
same or a similar language for the same or a 
similar computer. But the DoD development 
process, as described in appendix A, is often 
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quite different from commercial software de- 
velopment. 

Several factors, in combination, distinguish 
DoD software from commercial software. Ele- 
ments of aU of these factors are found in com- 
mercial software applications, but the combi- 
nation is usually not. 

• Lang lifetime. Military command and con- 
trol software often has a lifetime of 20 or 
more years. The Naval Tactical Data Sys- 
tem was developed in the early 1960s and 
is still in use. 

• Embedded. New DoD systems must in- 
terface with other, existing DoD systems. 
The interfaces are not under the control 
of the developer, and the need for the in- 
terface was often not foreseen when the 
existing system was developed. Commer- 
cial software developers are generally free 
to develop their own interfaces, or build 
strnd-alone systems. 

• Operating in Real Time. Command and 
control systems must generally respond 
to events in the outside world as they are 
happening. A delayed response may result 
in human deaths and damage to material. 

• Life-critical. Command and Control and 
weapon systems are designed to inflict 
death or to prevent it from occurring. 

• Large. DoD systems containing hundreds 
of thousands of lines of code are common. 
The larger systems contain as many as 3 
million lines of code. 

• Complex. Command and control systems 
perform many different functions and 
must coordinate the actions of a variety 
of equipment based on the occurrence of 
external events. 

• Machine-near. The programmers of com- 
mand and control systems must under- 
stand details of how the computer they 
are using works, how the equipment that 
it controls work3, and what the interface 
between the two is. Many such details are 
transparent to commercial programmers 
because of the standardization of equip- 
ment, such as printers, for which already 
existing software handles the necessary 
details. The same is not true for new weap- 

ons, sensors, and computer systems spe- 
cially tailored to particular DoD applica- 
tions. As an example, the computers used 
on board the A-7 aircraft, in both the 1 *avy 
and Air Force versions, were designed for 
that aircraft and rarely used elsewhere. 
The use of non-standard equipment often 
means that standard programming lan- 
guages cannot be used because they pro- 
vide no instructions that can be used to 
control the equipment. The current DoD 
trend is toward standardization of com- 
puters and languages, but programmers 
still must deal with specialized equipment. 

• Facing Intelligent Adversaries. DoD bat- 
tle management and command, control, 
and communications systems must deal 
with intelligent adversaries who actively 
seek ways to defeat them. 

The DoD software development process is 
often characterized as cumbersome and ineffi- 
cient, but is a significant improvement over 
the situation of the early 1970s when there was 
no standard development process. It provides 
some protection, in the form of required 
documentation, against software that is either 
unmaintainable or unmaintainable by anyone 
except the builders. Minimal requirements for 
the conduct of acceptance tests also provides 
some protection against grossly inadequate 
systems. Nonetheless, the process often still 
produces systems that contain serious errors 
and are difficult to maintain." M The complex- 
ity of BMD software development would prob- 
ably require significant changes in the proc- 
ess, both in management and technical areas." 
The Fletcher Study concluded that: 

Although a strong concern for the develop- 
ment of software prevails throughout the civil 
and military  data-processing community, 

•Tor examples of problems in such systems as the SGT YOE K 
Division Air Defense Gun, see ACM SIGSOFTSoftware Engi- 
neering Notes, op. cit., footnote 20. 

»Upgrade of the A-7E avionics software, which is small (no 
more than 32,000 instructions), but quite complex (to accom- 
modate a new missile cost about $8 million). 

"Appendix A contains a further discussion of the DoD soft- 
ware development process and lecent technical developments 
that might contribute to improving it. 
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more emphasis needs to be placed on the spe- 
cific problem of BMD: 

• Expanded efforts to generate software de- 
velopment tools are needed. 

• Further emphasis is needed on simulation 
as a means to assist the design of battle 
management systems and software. 

• Specific work is needed on algorithms re- 
lated to critical battle management func- 
tions.*0 

Improving the Process 
Software development, a labor-intensive 

process, depends for its success on many differ- 
ent factors. Improvements tend to come from 
better understanding of the process. Further- 
more, improvements tend to be made in small 
increments because of the many factors influ- 
encing the process. To produce a system suc- 
cessfully requires, among other things: 

• availability of appropriate languages and 
machines, 

• employment of properly trained people, 
• good problem specification, 
• stable problem specification, and 
• an appropriate methodology.*1 

Current efforts in software engineering tech- 
nology development concentrate on providing 
automated support for much of the process. 
Software engineering tools may contribute to 
small incremental improvements in the proc- 
ess and the product. Such tools may help 
programmers produce prototypes, write and 
check the consistency of specifications, keep 
track of test results, and manage development 

Software Dependability and 
Computer Architecture 

Variations in computer design can have a 
strong effect on the software dependability. 
Some architectures are well-suited to certain 

"James C. Fletcher. Study Chairman and Brockway McMil- 
lan, Panel Chairman, op. cit., footnote 11. 

•'It is only in the last few years that the job title "software 
engineer" has besn used. There is no qualification standard for 
software engineers, and no standard curriculum. Few universi- 
ties or colleges yet offer an undergraduate major in software 
engineering, and there is only one educational instil ution in the 
country that offers a master's degree in software engineering. 

applications and make the job of developing 
and testing the software easier. As an exam- 
ple, some computer systems allow programs 
to act as if they each had their own copy of 
the computer's memory. This feature permits 
several programs to execute concurrently with- 
out risk that one will write over another's mem- 
ory area. The computer detects attempts to 
call on memory areas beyond a program's own 
and can terminate the program. The computer 
provides the programmer with information 
about where in the program the failure 
occurred, thus helping him find the error. This 
memory sharing technique makes the pro- 
grammer's development job easier and allows 
the computer to be be used for several differ- 
ent purposes simultaneously. 

Other systems permit the programmer to de- 
fine an area of the computer's memory whose 
contents are sent at regular intervals to an ex- 
ternal device. This feature could be used in con- 
junction with a display device to ensure that 
the display is properly maintained without the 
programmer having to write a special program 
to do so. Such a feature simplifies the job of 
developing software for graphics applications. 
Also, at the cost of added hardware, it im- 
proves the performance of the computer sys- 
tem when used with graphic displays. 

Features built into the computer may make 
the software development job easier, the soft- 
ware more dependable, and the system per- 
formance better. The penalty for this approrrh 
may be to make the computer designer's job 
harder and the hardware more expensive. Fur- 
ther, the gain in software dependability is, as 
in many other cases, not quantifiable. Chap- 
ter 8 contains a more detailed discussion of 
various computer architectures and their po- 
tential for meeting the computational needs 
of BMD. 

Software Dependability and 
System Architecture 

Just as an appropriate computer architec- 
ture may lead to improved software dependa- 
bility, so may an appropriate system architec- 
ture. A BMD architecture that simplified 

■j 
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coordination and communication needs among 
system components, such as different battle 
managers, would simplify the software design 
and might lead to improved software depend- 
ability. As with computer architecture, there 
would be a penalty: decreased coordination 
usually leads either to decreased efficiency or 
to more complex components. The increase in 
complexity is caused by the need for each com- 
ponent to compensate for the loss of uucrma- 
tion otherwise obtained from other compo- 
nents. As an example, if battle managers 
cannot exchange track information with each 
other, then they must maintain more tracks 
individually to do their jobs as efficiently. They 
may also have to do their own RV/decoy dis- 
crimination. Note that an architecture that re- 
quires exchange of a small amount of track in- 
formation would be nearly as difficult to design 
and implement as one that required exchange 
of a large amount. The reason is that the com- 
munications proced'ires for the reliable ex- 
change of small quantities of data are about 
the same as those for large quantities. 

The Eastport group estimated that for an 
SDIBMD system the penalty for not exchang- 
ing track information among battle managers 
during boost phase would be about a 20 per- 
cent increase in the number of SBIs needed.** 

The improvement in software dependability 
that might be obtained by architectural vari- 
ation is not quantifiable. 

Software Dependability and 
System Dependability 

It is desirable to find some way of combin- 
ing software and hardware dependability meas- 
ures. As indicated earlier, MTBF, a traditional 
hardware reliability measure, is not appropri- 
ate as a sole measure of dependability of BMD 
software. Certainly it will still be desirable to 
measure hardware reliability in terms of 
MTBF in order to schedule hardware mainte- 
nance and to estimate repair and replacement 

"Eastport Study Group Report, op. dt., footnote 4. The analy- 
sis and assumptions behind this claim have not been made 
available. 

inventory needs. The only components of both 
hardware and software dependability for which 
there may be some common ground for esti- 
mation are trustworthiness and availability. 
However, there have been few or no attempts 
to estimate trustworthiness for systems that 
are composites of hardware and software. 

In summary, there are no established ways 
to produce a computer (hardware and software) 
system dependability measure. Furthermore, 
there are few good existing proposals for po- 
tential system dependability measures. 

Software Dependability and the SDI 

Although it is not possible to give a quan- 
titative estimate of achievable software de- 
pendability for SDI software, it is possible to 
gain an idea of the difficulty of producing BMD 
software known to be dependable. We can do 
so by comparing the characteristics of a BMD 
system with characteristics of large, complex 
systems that are considered to be dependable. 
In an earlier section those characteristics were 
described. We apply them here to potential 
SDI BMD systems, using the architecture de 
scribed in chapter 3 as a reference. Table 9-1 
is a summary of the following sections. It 
shows whether or not each characteristic can 
be apnlied to SDI software, and provides a 
comparison with SAFEGUARD and the AT&T 
telephone system software, both often men- 
tioned as comparable to SDI BMD software.** 

SAFEGUARD and telephone system soft- 
ware represent different ends of the spectrum 
of large systems that could reasonably be com- 
pared to SDI BMD systems. The telephone 
system: 

• is not a weapon system, 
• has evolved over a period of a hundred 

years, 
••&'. Dr. Solomon Buchsbaum, Executive Vice President for 

Customer Systems for AT&T Bell LaboratoribS and former chair 
of the Defense Science Board and the White House Science 
Council: 

... most if not all of the essential attributes of the BM/C' sys- 
tem have. I believe, been demonstrated in comparable terres- 
trial aystems. 

S. Hrg. 99-933, op. dt., footnote 3. p. 276. 
The system m. »t applicable to the issue at hand is the U.S. 
Public Telecommunications Network. 

/ 
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Table 9-1.—Characteristic* of Dependable Systems 
Applk (io SDI, SAFEGUARD, and 

the Telephone System 

Telephone 
Characteristic SDI      SAFEGUAHD    system 

Extensively used & abused ......    Nc No Yes 
Predictable environment     No No Yes 
Low cost o' a failure     No No Yes 
Stable requirements     No Yes Yes 
Well-understood oredecessors     No Yes Yes 
Simple design  Unknown ? Yes 
Disciplined deve'opment  Unknown Yes Yes 
SOURCE Ölte« <* Tacrralogy Asassmwit. 1988 

• operates in a predictable environment 
with well-undert   od technology, 

• is kept supplied with spare hardware parts 
that can be quickly installed, and 

• is not designed to be resistant to an at- 
tack aimed at destroying it [although it 
can be reconfigured in hours by its human 
operators to circumvent individual dam- 
aged switching centers). 

The SAFEGUARD system was a missile de- 
fense system that used well-understood tech- 
nology, was never used in battle, would have 
had to operate in an environment that was not 
easily predictable, and was designed to make 
its destruction by an enemy attack costly. 

Several other systems lie within the spec- 
trum defined by SAFEGUARD and the tele- 
phone system. Examples are NASA flight soft- 
ware systems, such as the Apollo and Space 
Shuttle software, and weapon systems such 
as AEGIS. All have some of the characteris- 
tics of BMD systems. Nearly all are autono- 
mous within clearly defined limits, must oper- 
ate in real time, and are large. Some that are 
viewed as successful developments, such as 
AEGIS, have only been used under simulated 
and test conditions, but are thought to be suffi- 
ciently dependable to be put on operational 
status. 

None of the examples known to OTA have 
been developed under the combined con- 
straints imposed by SDI requirements, i.e., an 
SDI system would have to: 

• control weapons autonomatically; 
• incorporate new technology; 

• be partly space-based, partly ground- 
based; 

• defend itself from active and passive 
attacks; 

• defend against threats whose character- 
istics cannot bs well-specified in advance; 

• operate in a nuclear environment, whose 
characteristics are not well-understood; 

• be designed so that it can be changed to 
meet new threats and add new technology; 
and 

• perform successfully in its first opera- 
tional use. 

Even a system such as AEGIS, which is per- 
haps Dob's most technologic.oly advanced de- 
ployed system, was not developed under such 
stringent constraints, and its success is not 
yet fully determined. 

Extensively Used and Abused 
Although it might undergo considerable test- 

ing in a simulated environment, a BMD sys- 
tem cannot be considered to have been used 
in its working environment until it has been 
used in an actual battle. The working environ- 
ment for a BMD system would be a uuclear 
war. Thus, the first tiiue it would be used would 
also likely be the only time. In the telephone 
system, components that are put into use even 
after extensive testing often fail. A letter to 
Congress from designers and maintainers of 
AT&T Bell Laboratories switching systems 
stated: 

Despite rigorous tests, the first time new 
equipment is incorporated into the telephone 
network, it rarely performs reliably. 

Adding new equipment is just the tip of the 
iceberg, e"3n the simplest software upgrade 
introduces serious errors. Despite our best ef- 
forts, the software that controls the telephone 
network has approximrtely one error for every 
thousand lines of code when it is initially in- 
corporated into the system. Extensive testing 
and simulation cannot discover th^je errors.*4 

"A copy of the letter al*> appears aa "SDI Software, Part 
II: The Software Will Not Be Reliable," Physics sad Society, 
16(2). April 1987. 

/ 
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Predictable Environment 
Two aspects of the BMD battle anvironment 

will remain unpredictable until the outbreak 
of war. The first is the effect of the nuclear 
background caused by the battle and the sec- 
ond is the type and extent of the countermeas- 
ures employed against the system. In contrast, 
the telephone system environment is well- 
known and predictable. Call traffic can be 
measured and compared to mathematical mod- 
els. Furthermore, much of the environment, 
such as the signals used in calling, is controlled, 
by the designers of the system, so they are well- 
acquainted with its characteristics. Those who 
seek to defeat telephone systems want to use 
the environment for their own ends, and gen- 
erally do not try to disrupt it. Therefore, al- 
though countermeasures are not all known in 
type and extent, neither are they intended to 
destroy the operation of the system. 

Low Cost of a Failure 
Software error? manifested as failures dur- 

ing a battle would not be repairable until after 
the battle. Catastrophic failures could result 
in unacceptably high numbers of warheads 
reaching their targets; there is no way to guar- 
antee or predict that catastrophic failures will 
not occur. Even minor failures may result in 
failure to intercept some enemy warheads, 
causing loss of human life. Telephone switch- 
ing centers experiencing catastrophe software 
failures generally can be i-emoved from serv- 
ice and the software repaired while calls are 
rerouted. Minor failures are at most likely to 
cause difficulties for a few subscribers. 

Stable Requirements 
As new threats arose, new strategies de- 

vised, new countermeasures found, and new 
technology introduced, the requirements for 
BMD systems would change, aud change con- 
tinually. Although some changes could be 
planned and introduced gradually, changing 
threats and, particularly, countermeasures 
would impose changes beyond the control of 
the system developers and maintainers. BMD 
countermeasures are not subject to close scru- 
tiny by the opposition, and new ones nrght 

appear quickly, requiring rapid response. Be- 
cause changes in threat and the development 
of countermeasures would depend on Soviet 
decisionmaking and technology, the rate at 
which the U.S. would have to make changes 
to its BMD software would partly depend on 
Soviet actions. Delays in responding to coun- 
termeasures might have serious consequences, 
including the temptation for the side that had 
a new, effective countermeasure to strike first 
before a counter-counterraeasure could be de- 
vised and implemented. 

Well-Understood Predectssors 
Earlier BMD systems, such as SAFE- 

GUARD, can be characterized as terminal or 
late mid-course defense systems. The termi- 
nal and late mid-course defense part of an SDI 
BMD system could benefit from experience 
with these predecessors. There has been no ex- 
perience, however, with boost phase and post- 
boost phase, and little experience with early 
mid-course defenses.** They are new problems 
that will take new technologies to solve. Most 
demanding of all, a system to solve these pi ob- 
lems must be trusted to work properly the first 
time it is used. There have been approjümately 
100 years of experience with telephone :>*vitch- 
ing systems. Each new system is a small 
change over its predecessor. If a newly- 
installed switching system does not work ac- 
ceptably, it can be replaced by its predecessor 
until it is repaired. 

Simple Design and Disciplined Development 
Since the SDI BMD system has not yet pro- 

ceeded to the point of a system design, much 
less a design for battle management or other 
software, one cannot judge whether or not the 

•The Spartan missile, used by SAFEGUARD, can be con- 
sidered a lata mid-course defense component. However, SAFE- 
GUARD was designed to discriminate reentry vehicles from 
aircraft, satiUites, aurora, and meteors, but not from decoys 
of the types expected to be available fo: use against BMD sys- 
tems within the next 10-20 years. The only discriminators avail- 
able to SAFEGUARD wwe phased-array radars. Potential coun- 
termeasures against modern BMD systems are discussed in 
chapters i.O and 11, and discriminators in chapter 4. Options 
considered for both include technologies considerably difrereat 
from anything available for or against SAFEGUARD. 
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design will be simple. Similarly, one carnot 
judge whether or not the development proc- 
ess will be appropriately disciplined. 

Development Approaches That 
Have Been Suggested 

In the middle ground between those who be- 
lieve that an SDI BMD system could never 
be made trustworthy, and those who are sure 
that it could, are some software developers who 
are unsure about the feasibility. The view some 
of them take is that it would be worthwhile 
to try to develop BMD software, given that 
one were prepared to abandon the attempt if 
the system could not be shown to ^e trustwor- 
thy. The approaches they suggest have the fol- 
lowing characteristics: 

• The purpose of the system would have to 
be clearly stated so that the requirements 
were known before development started. 
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• The development would have to start with 
what was best known, i.e., should build 
upon tue knowledge and results of earlier 
U.S. efforts to build BMD systems. 

• The development would have to be 
phased, so that each phase could build 
upon the results of the previous one. The 
system architecture would have to be con- 
sistent with such phasing. 

• Simulation would be needed at every 
stage, and the simulations would have to 
be extremely rerlistic. 

• Realistic tests would have to be performed 
at each stage of development. 

Because failure is a clear possibility, those 
who advocate this approach recognize that op- 
tions to deal with the possibility must be left 
open. If this approach were adopted, and failed., 
the cost of tne attempt, including maintain- 
ing other options, could be high. 

SUMMARY 
Estimating Dependability 

Most of the indices of dependability for large, 
complex softw. re systems would be missing in 
BMD software systems. In particular, the tele- 
phone switching system, often cited as an ex- 
ample of a large, complex system, is quite un- 
like BMD systems. 

The characteristics ast ociated with depend- 
ability in large, complex systems include: 

• a history r* «'▼tensive use and abuse, 
• operation in a predictable environment, 
• a low cost of failures to the users, 
• stable requirements, 
• evolution from well-understood predeces- 

sor systems, 
• a simple design, and 
• a disciplined development effort. 

The absence of many of these factors means 
that technology beyond the present state of 
the art in software engineering might have to 
be developed if there is to be a chance of pro- 
ducing dependable BMD software. It might 

be argued that such technology will be in- 
vented, but traditionally progress has been 
slow in software engineering technology de- 
velopment. It appears that the nature of soft- 
ware causes progress to be slow, and that there 
is no prospect for making a radical change in 
that nature. 

There is no highly reliable way to demonstrate 
that BMD software would operate p^perly when 
used for the first time. One of the long-term pur- 
poses of the National Test Bed is to provide 
a means of simulating operation of BMD soft- 
ware after deployment. Such tests could simu- 
late a variety of threats and countermeasures, 
as well as the conditions existing in a nuclear 
environment. On the other hand, actual envi- 
ronments often exhibit characteristics not 
reproduced in a simulator. Simulations of bat- 
tles involving BMD would have to reproduce 
enemy countermeasures—a particularly diffi- 
cult task. The usual technique for validating 
simulations—making predictions based on the 
simulation and then verifying their accuracy- 
would be particularly difficult to use. This 
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would especially be true when one considers 
the complexity of the atmospheric effects of 
nuclear explosions and the speculation in- 
volved in determining countermeasures. Re- 
peated f ailuroa in simulation tests would dem- 
onstrate a lack of dependability. Successful 
performance in a simulation would give some 
confidence- in the dependability of the system, 
but neither the dependability nor the confi- 
dence could be measured. Subjective judg- 
ments based on simulations would probably 
be highly controversial. 

Traditional Reliability Measures 
Traditional measures of reliability, such as 

nwan time between failure, arc insufficient to 
characterize dependability of software. Appro- 
priate software reliability measures have yet 
to be fully developed. Furthermore, in the de- 
bate over BMD software dependability there 
is often confusion over the meaning of relia- 
bility. Error rate, e.g., number of errors per 
KLOC, is often misapplied as a definition of 
software reliability. There is no single figure 
of merit that would adequately quantify the 
dependability of BMD software. A potentially 
usefui view is that dependability can be con- 
sidered to be a combination of qualities such 
as trustworthiness, correctness, availability, 
fault tolerance, security, and safety. Unfortu- 
nately, there are no good ways of quantifying 
some of these properties and dependability 
would have to be a subjective judgment. 

Technology for Preventing 
Catastrophic Failure 

OTA found no evidence that the software engi- 
neering technology foreseeable in the near fu- 
ture would make large improvements in the de- 
pendability of software for BMD systems. In 
particular there would be no way to ensure that 
BMD software would not fail catastrophically 
when first used. It might be argued that the 
most important pert of dependability is fault 
tolerance, and that there exist large, complex 
systems that are fault-tolerant, such as the 
telephone switching system. On the other 
hand, the fault tolerance of such systems is 
small compared to what would be needed for 

BMD, since they are not under attack by an 
intelligent adversary interested in destroying 
their usefulness. A further complication of the 
argument over fault tolerance is that quantifi 
cations of software fault tolerance are not eas 
ily translated into measures of performance, 
At the same time, there is no generally ac- 
cepted subjective standard of fault tolerance, 

Confidence Based on Peacetime 
Testing 

Confidence in the dependability of a BMD 
system would have to be derived from simu- 
lated battles and tests conducted during peace- 
time. Getting a BMD system to the point of 
passing realistic peacetime tests would most 
likely require a period of stability during which 
there were few changes made to the software. 
Unfortunately, the system developers and 
maintainers would have to respond to changes 
in threats and countermeasures put into effect 
by the Soviets. That is, the Soviets would 
partly control the rate at which changes would 
have to be made to the system. As changes 
were made, the system would again have to 
pass tests in order for the United States to 
maintain confidence in it. 

Accommodating Changes During Peacetime 
Experience with complex systems shows 

that changes eventually start introducing er- 
rors at a rate faster than they can be removed. 
At such a point all changes must be stopped 
and new software developed. The extent to 
which changes could be made would depend 
on the foresight of the developers during the 
design of the software. The better the require- 
ments were understood at that time, and the 
better the potential changes were predicted, 
the more the chance that the software could 
accommodate changes as they occurred. The 
appearance of an unforeseen threat or coun- 
termeasure, or simply the advent of new, un- 
expected technology, might require redevelop- 
ment of all or substantial parts of the software. 
In a sense, the useful lifetime of the software 
would be determined by how well the software 
developers understood the requirements ini- 
tially. 

/ 
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Establishing Goals and Requirements 

Explicit performance and dependability 
goals for BMD have not been established. Con- 
sequently, one cannot set explicit software de- 
pendability goals. Evsn when BMD goals have 
been set, it will be difficult to derive explicit 
software dependability goal? from them; there 
is no clear mapping between system dependa- 
bility and software dependability. All agree 
that perfect software dependability is unat- 
tainable. Only arguments by analogy, e.g., as 
dependable as an automobile or telephone, 
have been proposed. There is no common agree- 
ment on what the dependability needs to be, 
nor how to measure it, except that it must be 
high. 

There is common agreement that standard 
DoD procedures for developing software are 
not adequate for producing dependable BMD 
software in the face of rapidly changing re- 
quirements. There are few convincing pro- 
posals as yet on how to improve the proce- 
dures. The developers should not be expected 
to produce an adequate system on the tirst try. 
As Brooks says in discussing large software 
systems: 

In most projects, the first system built is 
barely usable. It may be too slow, too big, too 

awkward to use, or all three. There is no alter- 
native but to start again, smarting but 
smarter, and build a redesigned version in 
which these problems are solved.... all large- 
system experience shows that it will be done. 
Where a new system concept or new technol- 
ogy is used, one has to build a system to throw 
away, for even the best planning is not so om- 
niscient as to get it right the first time  

Hence plan to throw one rvay: you will, any- 
how.** 
BMD software may be an order of magni- 

tude larger than any software system yet 
produced. Early estimates of software size for 
projects are notoriously inaccurate, often by 
a factor of 3 or more. Some argue that the use 
of an appropriate systems architecture can 
make SDI software comparable in size to the 
largest existing systems. On the other hand, 
none of the intermediate or far-term architec- 
tures yet proposed would appear to have this 
effect, and previous experience with large soft- 

» ware systems indicates that the size is likely 
to be larger than current estimates. Such an 
increase in scale could cause unforeseen prob- 
lems to dominate the development process. 

"Frederick P. Brooks, Jr., The Mythical Mao-Month: Essays 
on Software Engineering (New York, NY: Addison-Wesley, 
1975), p. 116. 

SDIO INVESTMENT IN BATTLE MANAGEMENT, COMPUTING 
TECHNOLOGY, AND SOFTWARE 

SDIO's battle management program serves 
as the focus for addressing many of the com- 
munications, computing, and software tech- 
nology problems discussed in chapters 7,8, and 
9. Based on funding and project description 
data supplied by SDIO, this section analyzes 
how SDIO is poending its money to try to solve 
these problems. The battle management pro- 
gram is organized into eight areas: 

1. software technology program plan: devel- 
oping and implementing a software tech- 
nology program for the SDIO; 

2. algorithms: development of algorithms for 
solving battle management problems such 

as resource allocation, track data hand- 
ing over, discrimination, and coordination 
of actions within a distributed system; 

3. communications: identifying the require- 
ments and technology for establishing a 
communications system to link SDI com- 
ponents together into a BMD system; 

4. experimental systems: proposing and 
evaluating system and battle manage- 
ment architectures and the technologies 
for implementing them; 

5. networks: the design and development of 
distributed systems and of communica- 
tions networks that could be used to sup- 
port BMD; 
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6. The National Test Bed: procurement of 
hardware and software needed for the Na- 
tional Test Bed; 

7'. processors: development of computers 
that would be sufficiently powerful, radia- 
tion-hardened, fault-tolerant, and secure 
for BMD needs, and of the software re- 
quired to operate them; and 

8. software engineering: the technology for 
developing and maintaining software for 
SDI, including techniques and tools for 
requirements specification, design, cod- 
ing, testing, maintenance, and manage- 
ment of the software life-cycle. 

Table 9-2 is a snapshot of the funding for 
these areas as of June 1987. Rather than show- 
ing the fiscal year 1987 SDIO battle manage- 
ment budget, it shows money that at that time 
had been spent since the inception of the pro- 
gram, that was then under contract, or that 
was expected soon to be under contract. It is 
a picture of how the SDIO was investing its 
money to solve battle management problems 
over the first few years of the program. Not 
shown is money invested by other agencies, 
such as the Defense Advanced Research Proj- 
ects Agency, in joint projects. The leverage 
attained by SDIO in some areas is therefore 
greater than might appear from the table. 

The SDIO battle management program 
clearly emphasizes experimental systems. Ex- 
amination of the individual projects in this area 
shows a concentration on the development and 
maintenance of simulations and simulation fa- 
cilities, such as the Army's Strategic Defense 
Command Advanced Research Center Test 

Table 9-2.—SDIO Battle Management Investment 

Funding Percent of 
Area (SM) to'.al 
Software technology program plan         2.5 1 
Algorithms     25.3 9 
Communications      8.1 3 
Experimental systems  117.5 42 
National Test Bed      13.0 5 
Networks    29.6 11 
Processors    47.1 17 
Software engineering „32.B 12 

Total 275.9 100 
SOURCE: Offlcf of Technology AtMSsmont, 1988; and SDK). 

Bed, used to run battle simulations; on ar- 
chitecture analyses, such as the phase I and 
II battle management/C' architecture studies; 
and on the first two Experimental Validation 
88 (EV88) experiments. 

The funding categories shown in table 9-2 
permit considerable overlap; projects in each 
category could easily be assigned to a differ- 
ent category. To try to draw clearer distinc- 
tions among categories and to try to identify 
funding targeted specifically at the problems 
discussed in chapters 7 through 9, OTA reor- 
ganized the funding data supplied by SDIO. 
Table 9-3 shows just those funds aimed at ex- 
ploring solutions to some of the more signifi- 
cant problems noted in chapters 7 through 9. 
It does not include all funds shown in table 
9-2, but does show percentages of total fund- 
ing. The categories are defined as follows: 

i. battle management and system simula- 
tions: the development of particular simu- 
lation algorithms or specialized hardware 
for battle management simulations; 

2. simulation technology development: the 
development of the hardware and software 
for bigger, faster simulations, and for im- 
proving techniques for evaluating the re- 
sults of simulations; 

3. automating existing software engineering 
technology: the development of software 
and hardware that would be used to im- 
prove the software development and main- 
tenance process, which is now based on 
existing manual techniques; 

TaWo 9-3,-Fundlnfl lor OTA Specified Probleme 

Funding Percent of 
Problem (SM) total* 

Battle management and system simulations   42.5 15 
Simulation technology development  35.7 13 
Automating existing software engineering 

technology    14.2 S 
Computer security   10.3 4 
Communications networks     7.8 3 
Software verification     4.6 2 
Fault tolerance (hardware and software)     3.1 1 
Software engineering technology development....    2.5 1 

Total 120.6 44 
'tmmnt or M* Mm mmgmtnt hm*i», I.« . el K75.W 
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4. computer security, techniques for detect- 
ing and preventing unauthorized access 
to computer systems; 

5. communications networks: the organiza- 
tion of computer-controlled communica- 
tions equipment into a network that could 
meet SDI communications requirements; 

6. software verification: the development of 
practical techniques for mathematically 
proving the correctness of computer 
programs; 

7. fault tolerance (hardware and software): 
the development of hardware and software 
that continues to work despite the occur- 
rence of failures; and 

8. software engineering technology develop- 
ment: the development of new techniques 
for improving the dependability of soft- 
ware and the rete at which dependable 
software can be produced. 

Table 9-3 shows that SDIO is investing con- 
siderably more in simulations and simulation 
technology than any of the other problem areas 
in battle management and computing identi- 
fied by OTA. Of some concern is the sinaliness 
of the investment in especially challenging areas 
srch as computer security, communications net- 
works, faplt tolerance, and sew software engi- 
neering technology development. 

CONCLUSIONS 
Based on both the preceding analysis, and 

the further exposition in appendix A, OTA has 
reached eight major conclusions. 

1. The dependability of BMD software would 
have to be estimated subjectively and with- 
out the benefit of data or experience from bat- 
tle use. The nature of software and our experi- 
ence with large, complex software systems, 
including weapon systems, together indicate 
that there would always be iiTesolvable ques- 
tions about how dependable the BMD soft- 
ware was, and also about the confidence to 
be placed in dependability estimates. Politi- 
cal decision-makers would have to keep in 
mind that there would be no good technical 
answers to questions about the dependabil- 
ity of the software, and no well-founded tech- 
nical definition of software dependability. 

It is important to note that the Soviets 
would have similar problems in trying to 
estimate tve dependability of the software, 
and therefore the potential performance of 
the system. Technical judgments of depend- 
ability would rely on peacetime tests that 
would be unlikely to apply to battle condi- 
tions. Political judgments about the credi- 
bility of the defense provided would there- 
fore rest on very uncertain technical grounds. 

2. No matter how much peacetime testing were 
done, there would be no guarantee that the 

system would not fail catastrophicaPy dur- 
ing battle as a result of a software error. Fur- 
thermore, experience with large, complex soft- 
ware systems that have unique requirements 
and use technology untested in battle, such 
as a BMD system, indicates that there is a 
significant probability that a catastrophic fail- 
ure caused by a software error would occur 
in the system's first battle. 

3. It is possible that an administration and a 
Congress would reach the political decision 
to "trust" software that passed all the tests 
that could be devised in peacetime, despite 
the irresolvable doubts about whether such 
software might fail catastrophically the first 
time it was used in an actual battle. Such 
a decision could be based upon the argument 
that the purpose of strategic forces—even 
defensive strategic forces—is primarily deter- 
rence, and that a defensive system passing all 
its peacetime tests would be adequate for de- 
terrence. If deterrence succeeded, we would 
never know, and never need to know, whether 
the system would function in wartime. 

4. The extent to which BMD software would dif- 
fer from complex software systems that have 
proven to be dependable in the past raises the 
possibility that software could not be created 
that ever passed its peacetime tests. This a 
possibility exacerbated by the prospect of 
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changing requirements caused by Soviet ac- 
tions. We might arrive at a situation in 
which fixing problems revealed by one test 
created new problems that caused the soft- 
ware to fail the next test. 

5. No adequate models exist for the develop- 
ment, production, test, and maintenance cf 
software for full-scale BMD systems. Current 
DoD models of the software life-cycle and 
methods of software procurement appear in- 
adequate for the job of building software as 
large, complex, and dependable as BMD 
software would have to be. 

6. The system architecture, the technologies to 
be used in the system, and a consistent set 
of performance requirements over the lifetime 
of the system must be established before start- 
ing software development.'7 Otherwise, the 
system is unlikely even to pass realistic 
peacetime tests. 

•'Note that this does not preclude a phased system, with both 
capabilities and requirements growing over time, provided that 
the final architecture and final performance requirements are 
clear before initial software development begins. Even then, con- 
sidering the uniqueness of BMD defense, one would expect to 
spend considerable time finding a workable design. 

7. As the strategic goals for a BMD system be- 
came more stringent, confidence in one's abil- 
ity to produce software that would meet those 
goals would decrease as a resuit of the in- 
creased complication required in the software 
design. Even for modest goals, such as im- 
proved deterrence, the United States could 
not have high confidence that the software 
would not fail catastrophically, whether 
faced with a modest threat or a severe 
threat. Put another way, there is no good 
way of knowing that BMD software would 
degrade gracefully rather than fail catas- 
trophically when called on to face increas- 
ing levels of threat. Current techniques for 
identifying problems and detecting errors, 
such as simulations, would not help, al- 
though they could help to reduce the fail- 
ure rate. Furthermore, foreseeable improve- 
ments in software engineering technology 
would not change this situation. 

8. The SDIO is investing relatively small 
amounts of mon?y in software technology re- 
search in general, end in software engineer- 
ing technology, computer security, communi- 
cations networks, and fault tolerance in 
particular. This investment strategy is of 
some concern, since particularly challeng- 
ing BMD software development problems 
lie in these areas. 
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Appendix A 

Technology for Producing 
Dependable Software 

Introduction 

Chapter 9 of this report often refers to the tech- 
nology of specific phases in the software life cycle. 
The application of such technology is known as 
software engineering. This appendix describes the 
state of the art in software engineering and 
prospects for improvements in the state of that 
art. It serves as a tutorial for those unfamiliar with 
Department of Defense (DoD) software develop- 
ment practices. It provides supporting detail for 
the discussions in chapter 9 of the technology avail- 
able Tor producing dependable systems. 

Origins of Software Engineering 

The term "software engineering" originated in 
1968. Around that time, computer scientists be- 
gan to focus on the difficulties they encountered 
in developing complicated software systems. A re- 
cent definition of software engineering is: 

... the application of science and mathematics by 
which the capabilities of computer equipment are 
made useful to man via computer programs, pro- 
cedures, and associated documentation.1 

Another recent definition adds requirements for 
precise management and adherence to schedule 
and cost: 

Software engineering is the technological and 
managerial discipline concerned with systematic 
production and maintenance of software products 
that are developed and modified on time and within 
cost estimates.' 
The Institute of Electrical and Electronic Engi- 

neers (IEEE) defines software engineering as: 
The systematic approach to the development, 

operation,  maintfaance,  szd retirement  of 
software.* 
Before the late 1960s, managers paid little at- 

tention to the systematizing of software construc- 
tion building. Most software systems were not 
complicated enough to occupy large numbers of 
people for long periods of time. Existing computers 

were not big or fast enough to solve very compli- 
cated problems: 

As long as there were no machines, Program- 
ming was no problem at all; when WP had a few 
weak computers, Programming became a mild 
problem, and now that we have gigantic com- 
puters, Programming has become an equally gigan- 
tic problem.4 

Software engineering technology has improved 
since 1972, but not as quickly as the capabilities 
of computers. Studies in software engineering tech- 
nology transfer show that ideas typically take 18 
years to move from research environments, such 
as universities and laboratories, to common use.1 

During this time, considerable experimentation 
and repackaging occur. 

Advances in software engineering technology 
often take the form of better techniques for pro- 
gram design and implementation. Some techniques 
demand no more than a pencil and paper and an 
understanding of their concepts. Mo3t, however, 
become partially or fully automated. The form of 
automation is generally a computer program, 
known as a "software engineering tool." One ex- 
ample is the compiler—which helps to debug other 
programs; another is a program that checks the 
consistency of software specifications. Because 
software engineering tools themselves take the 
form of complex computer programs, they are sub- 
ject to the typical problems involved in producing 
complex, trustworthy software. This fact helps ex- 
plain why software engineering technology lags 
hardware engineering technology. 

The trend toward use of software engineering 
tools seems to be growing, as evidenced by such 
projects as: 

• DoD's Software Technology for Adaptable, 
Reliable Systems (STARS), whose purpose has 
been to produce an integrated set of tools for 
DoD software engineers; 

'Barry W. Boehm. Software Engineering Economic» (Enjrlewood 
Cliffs.NJ: Prentice-Hall. 1981). p. 16. 

■Richard Fairley, Software Engineering Concepts. (New York: 
McGraw-Hill. 19851. p. 2. 

'IEEE Standard Glossary of Software Engineering Terminology, 
IEEE Standard 729-1983. 

'Edsger W. Dijkstra, "The Humble Programmer," Communication* 
of the ACM. l«10l:859-86€, 1972. 

'William F.. Riddle. 'The Magic Number 18 Piua or Minus Three: A 
Study of Software Technology Maturation," ACM Software Engineer- 
ing Notee, voL 9. No. 2, 1984, pp 21-37. 

The figure of 18 year» for technology transfer is consistent with other 
engineering fields during periods of technological innovation, «a ana- 
lyzed in Gerhard O. Mensch, Stalemate in TechnologyiCambriige. MA: 
Bellinger, 19791. 
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• the Software Productivity Consortium, 
formed to produce software engineering tools 
for its clien«. members, including many of tbc- 
nation's largest Aerospac« companies; and 

• the Microcomputer and Electronics Coasor- 
tium, one of whose purposes is to produce bet- 
ter software engineering technology for its cli- 
ent members. 

State of thf Art in Software 
Engineering 

This section discusses the current state of the 
art in software engineering technology. It consid- 
ers the application of that technology to system- 
atic approaches to software development. Finally, 
it reviews recent proposals for improvements in 
software engineering to aid in the development of 
ballistic missile defense (BMD) software. 

The Software Development Cycle 

The process of developing and maintaining soft- 
ware for military use is described in DoD military 
standards documents as the "software life cycle." 
The description here is simplified for the purpose? 
of this report. The activities described are common 
to nearly all DoD projects, though they vary in the 
amount of attention paid to each, the products 
produced by each, and the number and kind of 
subactivities in each. 

Furthermore, the initial set of activities de- 
scribed encompasses only development, up to the 
point of acceptance of the system by DoD. Our 
description lumps activities following development 
into the category of "maintenance," which is dis- 
cussed in a separate section. Finally, the activities 
described here generally conform to the model of 
development set forth in the DoD Standard (No. 
2167) for software development. Commercial de- 
velopment and advanced laboratory work may fol- 
low considerably different procedures (although all 
tend to produce documentation similar in intent 
to that described in the following sections). 

Feasibility Ana!)sis 

The first phase of development is an analysis of 
the DoD's operational needs for the proposed sys- 
tem. This phase may start with a series of studies 
of the feasibility of meeting those needs. The re- 
ported results of the feasibility studies are often 
based on computer simulations of the situations 
that the system would have to handle. The envi- 
ronment in which the system would operate may 

be characterized in terms of quantifiable parame- 
ters. This process is analogous to telephone com- 
pany analyses of the traffic load—the number of 
calls per hour expected at different times of the 
day, week, and year—to be placed on a new switch- 
ing center. The feasibility analysis may be per- 
formed on a contract basis by systems analysts 
who are not software engineers. In the case of the 
Strategic Defense Initiative (SDI), systems 
analysts who are familiar with BMD have done 
mu.h of the feasibility analysis as pai t of the com- 
petitive system architecture contracts (see ch. 3). 

Feasibility analysis sometimes includes con- 
structing a software prototype designed to inves- 
tigate a few specific issues, for example, what the 
mode of interaction between human and computer 
should be or which tracking algorithms would work 
best under different circumstances. Most system 
functions are not implemented in prototypes. To 
save time, the development of prototype software 
does not follow the standard cycle. Software in the 
prototype is not usually suitable for reuse in the 
actual system. The prototype is usually discarded 
at the end of the software development cycle. 

The end-product of the feasibility analysis is a 
document that describes what functions the new 
system needs to perform and how it will work. This 
report is sometimes called a "concept of opera- 
tions" oi an "operational requirements" document. 
The operational requirements document will form 
the basis for a request for proposals to potential 
development contractors. Once the contract has 
been awarded, the document will underlie the state- 
ment of requirements tu oe met by the system— 
that is, the description of what the contractor must 
build. The (SDI) battle management software de- 
velopment project is currently in the feasibility 
analysis stage. 

Software Requirements Analysis 
and Specification 

Software engineers enter the software develop- 
ment process at the software requirements analy- 
sis and specification phase. From their interpreta- 
tion of the operational requirements document, 
they write a requirements or performance "speci- 
fication" for the software (including how it is to 
interface with other systems). Upon government 
approval, this specification document supplies the 
contractual criteria of acceptability of the software 
to the government. The specification differs from 
the operational requirements as follows: 

• It is mote detailed than the operational re- 
quirements statement. Where the latter may 
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vaguely describe the functions to be per- 
formed, such as "simultaneously track 10,000 
missiles," the requirements specification will 
describe a seqi lence of subfunctions needed to 
implement the operational requirement. The 
description of each subfunction will include a 
description of the input supplied to tne sub- 
function, the output produced by it, and a brief 
explanation of the algorithm by which the in- 
puts are transformed into outputs. 

For example, a subfunction of tracking rn*y 
be to update the track for a particular missile. 
The inputs of that subfunction are the current 
file of tracks and a new track report. Its out- 
put 13 an updated track file. The algorithm 
might consist of the following steps: 

—retrieve the existing track for the missile 
from the track database; 

—update the position, velocity, acceleration, 
and time of last report components of the 
missile track; and 

—store the updated track entry back into 
the database. 

• It describes the interfaces between the new 
system and all the other systems with which 
it must interact. Sometimes these interfaces 
are described in a separate document. 

• It describes the interfaces to the hardware de- 
vices that the software must control, such as 
weapc- x or from which the software must ob- 
tain information, such as navigation devices 
like inertial guidance units. 

When the requirements specification is complete, 
the government holds a "requirements review" at 
which it decides what, if any, changes must be 
made. The specification becomes a contractually 
binding document and is passed on to the software 
designers. The review is the last time at which re- 
quirements errors can be corrected cheaply: few 
assumptions have yet been made about the way 
the requirements wJl be implemented as computer 
programs. Procedures known as "configuration 
control" are established. These ensure that the 
specification is not arbitrarily changed. The speci- 
fication becomes the "baseline requirements speci- 
fication." All further changes go chough a formal 
approval cycle, requiring the concurrence of a com- 
mittee known as a "configuration control board." 

Design 

The purpose of the design phase is to produce 
a "program de??gn specification" of how a com- 
puter program can be written to satisfy the require- 
ments specification. The design specification usu- 

ally describes the division of the software into 
components. Each component may be subdivided 
again, with the subdivision process eventually end- 
ing in subcomponents that can be implemented as 
individual subprograms or collections of data. The 
components res'ilting from the first subdivision, 
sometimes called "configuration items," are used 
to track the status of the system throughout its 
lifetime. 

The organization that emerges from the design 
process is known as the structure of the software, 
and the criteria used are called "structuring cri- 
teria." The relationship among components de- 
pends on the criteria used in the subdivision proc- 
ess. For example, if the criterion for subdivision 
is function, at the first subdivision a component 
spiled "tracking" might be formed. At the second 
level one might find tracking subdivided into func- 
tions such as "obtain object track" and "update 
object track." Such a subdivision is called a "func- 
tional decomposition." 

A very different criterion is type of change. At 
the first Jevel one might then see components such 
as all decisions that will change if the hardware 
changes and all decisions that will change if soft- 
ware requirements change. At the second level one 
might find hardware decisions subdivided into de- 
cisions about sensor hardware, decisions about 
weapons hardware, and decisions about computer 
hardware. Such an organization is called an "in- 
formation hiding decomposition." 

The structuring criteria are key to understand- 
ing the design and the trade-offs it embodies.' 
Those who use functional decomposition argue 
that it results in software that performe more effi- 
ciently. Those who use information hiding argue 
that it results in software that is easier to main- 
tain because it is easier to demonstrate correct and 
easier to understand. Other criteria optimize for 
other factors, for example, fault-tolerance, security, 
and ease of use. As might be expected, there is no 
single criterion that simultaneously optimizes all 
design goals. 

An important purpose of the design specifica- 
tion is to describe the "interfaces" among compo- 
nents. The interfaces consist of the data to be 
passed from one component to another, the se- 

■Good designer« find it useful to structure the design in several differ 
«it wry« to permit study of different tradeoffs. For exampk. an 
information-hiding decomposition ie useful in optimizing for changes 
later in the life-cycle of the so.tware. A functional decomposition helps 
ensure that all functions are performed and makes it easy to analyse 
the efficiency of software. An important problem for the deeigner is to 
be able to represent the different design structures so that Uuy are con- 
sistent with each other. 
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quences of events to be used in coordinating the 
actions of the components, and the conditions un- 
der which the components interact. Once the in- 
terfaces are established, individual design teams 
may design each component. Since each component 
may interact with several others, agreement on the 
interfaces is crucial for effective cooperation among 
the design teams. 

Such agreement is equally important for those 
who must later implement the design as a com- 
puter program. A mistaken assumption about an 
interface will result in an e: or in tha software and 
a failure in the operation of the software. A change 
in an interface req-iu-es agreement among all those 
working on the interfacing components, and may 
result in redoing weeks or months of work. Get- 
ting the interfaces right is generally agreed to be 
the most difficult part of developing complex 
software. 

During the design process several reviews of the 
design are held. The purpose of the reviews is to 
ensure that the design is feasible and correctly im- 
plements the requirements. Early reviews on will 
be a "preliminary design review." When the de- 
signers feel that the design specification is suffi- 
ciently complete to be turned into computer pro- 
grams, they hold a final, "critical design review." 
Errors found at this point can still be corrected 
relatively cheaply. Once they become embedded in 
programs they are very much more difficult to find 
and correct. Each design review results in changes 
to the design specification. Once the changes are 
completed, the design specification becomes the 
basis for producing computer programs. It is then 
placed under configuration control, much as the 
approved requirements specification is. 

Code 

The process of translating the program design 
specification into computer programs is known as 
"coding." By DoD policy, command and control 
systems, weapons, and other software develop- 
ment projects must use a DoD standard program- 
ming language.' Individual programmers work 
from the design specification to implement the 
components as computer programs. The more com- 
pletely and precisely the components and their in- 
terfaces are defined, the less communication is re- 
quired among the programmers. They can then 
work independently, in parallel. An incomplete or 

'Current DoD policy mandates the use of Ad« asa standard program- 
ming language, unless the developer of a system obtains a waiver. Prior 
to the advent of Ada. each service had iU own strodard programming 
language. 

ambiguous specification requires the programmers 
to make design decisions, often with incomplete 
and unrecorded communication among each other. 

Progrsmming is writing instructions for a com- 
puter to perform a function described in the de- 
sign specification. The instructions are packaged 
together as a subprogram or a set of subprograms 
that cooperate to perform the function. Before it 
can be executed, a subprogram must be translated 
by a compiler from the programming language into 
machine language. Part of the programming job 
is to devise and perform tests on each subprogram 
to show that it works properly. A programmer usu- 
ally goes through several cycles of writing, test- 
ing, and revising a subprogram before he is ready 
to declare it finished. When a programmer is satis- 
fied that his subprograms perform correctly, he 
submits it to a test group. 

Test 

A separate group has the sole responsibility to 
devise, perform, and report on the results of tests. 
With no knowledge of the design, this group de- 
vises tests based on the requirements specification. 
It sends components that fail tests back to their 
developers with descriptions of failures and no at- 
tempts to diagnose the reasons for failures. 

Test performance is the primary basis for confi- 
dence (or no confidence) that a system behaves as 
it is supposed to. A variety of techniques tests 
trustworthiness, fault-tolerance, correctness, secu- 
rity, and safety. It is during testing that compo- 
nents of the system first operate together and as 
a whole. The following sections describe the steps 
in the integration and testing process. At each 
step, each of the reliability aspects may bo tested. 

The test process resembles a reversal of the de- 
sign process. Subprograms are first tested in- 
dividually, then combined into components for in- 
tegration tests. Components are integrated again 
and tested as larger components, the process con- 
tinuing until all components have been combined 
into a complete system To a large extent, integra- 
tion testing may be thought of as testing the in- 
terfaces between components. It is in integration 
testing that mistaken assumptions about how 
other programs behave first manifest themselves 
as failures. 

Early tests in the process often include supply- 
ing erroneous input data to components or plac- 
ing them under atypical operating conditions. Such 
conditions might include heavy computational 
loads or undesired events tha;, whi! abnormal, 
might occur. Such "stress" tests are designed u> 
find out how fault-tolerant the system wUl be. 
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As integration progresses, the total number of 
possible states of the formed component is the 
product of the number of states of its constituents. 
Combining component A with N states and com- 
ponent B with M states results in component C 
with M times N states. If R te&ts were perfouned 
on A, and T tests on B, combining each test of A 
with each test of B would require performing R 
times T tests on C. For large systems, it is imprac- 
tical to perform the number of tests needed- at each 
integration stage the number of tests performed 
relative to the number of possible states becomes 
quite small. The tests performed or. *he entire in- 
tegrated system include only a few typical ex- 
pected scenarios. 

The integration procedure described above is 
called "bottom-up," since it starts on the lowest 
component level and proceeds upward. A second 
integration technique that is becoming more com- 
mon starts with top-level components. It attempts 
to test interfaces as early as possible. This tech- 
nique requires the writing of dummy subcompo- 
nents that simulate only some of the actions of the 
actual future subcomponents, but that use the 
same interfaces. The dummies, called "stubs," are 
gradually replaced with the actual subcomponents 
as system "top<lown" integration proceeds. 

When the developer deems the system ready for 
delivery, a contractually-specified formal test pro- 
cedure is performed to ensure that the system is 
acceptable to the government. This "acceptance 
test" consists of running several scenarios and it 
may test endurance and handling of stress. Accept- 
ance tests are performed under government obser- 
vation under conditions as closely approximating 
real use as possible. If included, an endurance test 
consists of continuous simulated use of the sys- 
tem for a minimum of 24 hours. Endurance tests 
are important for syste.ns that are expected to 
operate continuously once placed in service. Once 
a system has passed its acceptance tests, it is de- 
livered to the government and enters the remain- 
ing phase of its life cycle, known as maintenance. 

Despite elaborate test procedures, all complex 
software systems contain errors when delivered. 
As previously noted, software tests cannot be 
exhaustive and cannot be relied upon to find all 
errors. As an example, during the operational 
evaluation of the AEGIS system on the U.S.S. 
Ticonderoga, 20 target missiles were fired while 
the ship was at sea under simulated battle condi- 
tions. Some of the target missiles were fired simul- 
taneously into the area scanned by the AEGIS 
combat system; thus, the 20 targets constituted 
fewer than 20 scenario tests. The tests revealed 

several software errors, costing approximately 
$450,000 to fix.' 

Since errors do remain in software after accept- 
ance testing, the correction of errors continues as 
a major activity after a system has been delivered 
and put into use. 

Maintenance 
Unlike hardware, software contains no physical 

components and does not wear out as a result of 
continuing use. Maintenance is really a misnomer 
when applied to software: 

In the hardware world, maintenance means the 
prevention and detection of component failure 
caused by aging and/or physical abuse. Since pro- 
grams do not age or wear out, maintenance in the 
software world is often a euphemism for continued 
test and debug, and modification to meet chang- 
ing requirements.' 
Errors emerging during system use must be cor- 

rected, and the system must be retested to ensure 
that the corrections work properly and that no new 
errors have been introduced. Correcting an error 
may entail reanalyzing some requirements and do- 
ing some redesign; it almost certainly demands re- 
writing some code. Accordingly, all of the devel- 
opment activities also occur during maintenance. 

Even when requirements appear to be complete 
and consistent, as users gain experience with a sys- 
tem they may change their minds about the per- 
formance they desire from it. The automobile is a 
case in point. Drivers' behavior and expectations 
about the performance of their vehicles changed 
as new possibilities for travel emerged and as new 
technology became available. Behavior also 
changed as economic and political situations 
changed. For example, wartime conditions affected 
the cost and availability of cars and auto parts, 
and oil production decisions affected the price of 
fuel. Similarly, as writers have switched from type- 
writers to word processors, both their writing 
habits and the features they expect in a word proc- 
essor have changed. 

Maintenance costs are now becoming the major 
component of software life-cycle costs. Some data 
show that by 1978, 48.8 percent of data process- 
ing costs were spent on maintenance activities." 

■Discussion of the result» of the Ticonderoga operational evaluation 
testa may be found in U.C. Congress Senate Committee on Armed Serv- 
icesthe record of the hearings before the Committee on Armed Serv- 
ices. United States Senate, 98th Congress, second session on S.2414 
part 8, Sea Power and Force Projection, Mar. 14,18, 29, Apr. 6,11, 
May 1. 1984. 

•D. David Weiss. U.S. Naval Research Laboratory, "The MUDD 
Report: A Case Study of Navy Software Development Practices," NRL, 
Report 7909, May 1975. 

"Boehm, Soft »are Engineering Economic», op. dt, footnote 1, figure 
3-2. p. 18. 
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New technology, new strategies, and new computa- 
tional lljvrithms would cause envisioned BMD 
systen.-s to evolve over many years, Their long- 
lifetime, complexity, and evolutionary nature will 
magnify the general trend towards relatively larger 
software maintenance costs. 

Interaction Among the Phases 

In the preceding sections the different phases of 
the software life cycle are described as if they oc- 
cur in a strict sequence. In fact, there is consider- 
able feedback among the phases. Changes in re- 
quirements, design, and code occur continually. 
Large systems may be subdivided into subsys- 
tems, for each of which there is a separate require- 
ments specification and a separate development 
cycle. These separate developments may proceed 
in parallel or sequentially. 

The first planned delivery in a sequential devel- 
opment is called the initial operating capability 
(IOC). Sequencing the delivery of different versions 
of the system over time permits faster delivery of 
some capabilities, but it introduces additional prob- 
lems into all of the development phases. The sys- 
tem must be designed so that added capabilities 
do not require large changes to existing design or 
code. In particular, interfaces must be designed to 
take into account potential future changes in ca- 
pabilities. This is another example of a problem in 
large, complex systems that does not x.<car in small 
systems, where the entire system is delivered at 
once. 

The requirements analysis and design phases 
usually consume about 40 percent of the develop- 
ment effort, the coding phase about 20 percent, and 
the testing phase about 40 percent. For long-lived 
systems, the maintenance phase consumes 60-80 
percent of the total lifecycle cost. For this reason, 
the trend in large, long-lived systems is to try to 
develop the software so as to make the mainte- 
nance job easier. Since the principal activity in 
maintenance is change, an important development 
consideration is how to make change easier. 

Software Engineering Technology 

Software engineering technology research and 
development tend to focus on particular phases of 
the software life cycle. For example, work on im- 
proving design techniques is often independent of 
work on improving techniques for translating high- 
level languages to machine code. One reason is that 
the different phases present very different prob- 
lems for the software engineer. 

The next few sections briefly describe the state 
of the art, the state of the practice, and the direc- 
tion in which software technology is currently mov- 
ing, particularly within DoD. Much of the work in 
the last few years has concentrated on creating 
automated support for software development tech- 
niques. Such support usually consists of one or 
more programs, called tr<ols." 

Constructing Prototypes 

During the feasibility analysis and requirements 
specification stages, software engineers sometimes 
quickly produce prototypes to help feasibility anal- 
ysis and to explore different ways in which users 
might interact with the completed system. Such 
rapid prototypes are intended to allow exploration 
of only a few issues: they are not intended to be 
models of the final software. They are often exe- 
cuted in different hingua&es, on different com- 
puters, and using a different development process 
than the final software. Usually less than 10 per- 
cent of development effort is spent on such pro- 
totypes. 

Sometimes software engineers do full prototyp- 
ing. Full prototyping means building a complete 
prototype system and then discarding it. This ap- 
proach has been advocated by Brooks: 

In most projects, the first system built is barely 
usable. It may be too slow, too big, too awkward 
tu use, or all three. There is no alternative but to 
start again, smarting but smarter, and build a re- 
designed version in which these problems are 
solved all large-system experience shows that 
it will be done. Where a new syscem concept or new 
technology is used, one has to build a system to 
throw away, for even the best planning is not so 
omniscient as to get it right the first time.... 

Hence plan to throw one away: you will, any- 
how.1* 

Specifying Requirements 

Software requirements specifications constitute 
an agreement between the customer and tin soft- 
ware developers. In stating what the software 
must do, the specifications must be unambiguous, 
precise, internally consistent, complete, and cor- 

"Rather than trying to describe even the few most notable examples, 
this appendix just indicates general trends. For a more detailed survey 
of software technology that may be applicable to SDI, the reader should 
see the following Institute for Defense Analysis report on the subject 
prepared for the SDIO: Samuel T. Redwine, Jr.. Sarah H. Nash, et at, 
SDI Pnlimicuy Software Technology laUgrttion Han. IDA paper P- 
1926. July 1B96. ^^ 

"Frederick P. Brooks, Jr., The Mythical Man-Month: Essay* on Soft- 
war» Eogmeetiag (New York, NY: Addiaon-Wealey, 1976). 
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rectly representive of the customer's desires and 
developers' intent. By systematizing the process, 
methodologies for analyzing and expressing re- 
quirements are intended to help the analyst be 
complete, consistent, and clear. Some tools partly 
automate the process—sometimes by providing 
mechanisms to support a particular methodology, 
sometimes just by providing storage and retrieval 
of documentation. 

Before 1975, nearly all requirements were man- 
ually produced. Although they might contain 
mathematical equations, they used no formalisms 
or notat;~ns tailored to the job of writing software 
specifications. The underlying methodology fo- 
cused on describing functions the software had to 
perform and specified the input to and the output 
from each function. By about 1980, two or three 
new methodologies had appeared, incorporating 
novel methods of decomposition and correspond- 
ing notations and formalisms. 

Also appearing were several tools representing 
somewhat clumsy attempts to automate the proc- 
esses of storing and retrieving requirements speci- 
fications and of performing internal completeness 
and consistency checks. More advanced tools have 
added some simulation capability, enabling the re- 
quirements analyst to run a simulation of his sys- 
tem based on the description stored by the tool. 
The early tools enjoyed a brief popularity that has 
not been sustained. 

Recent technology includes attempts to combine 
automated support for methodologies with micro- 
computer systems, resulting in so-called "software- 
engineering workstations." Simpler workstations 
may use word processors to automate the text 
maintenance and production process. More com- 
plex workstations use document control systems 
on minicomputers to manage the entry, mainte- 
nance, and production of requirements documen- 
tation; such systems may feature version control 
and graphics support. The more tedious jobs of pro- 
ducing and maintaining text have been automated, 
but the more difficult jobs of assuring that require- 
ments are complete, consistent, and feasible to im- 
plement have not yet been much affected. 

Design 

Design technology is in a similar state to that 
of requirements specification. There is still little 
agreement on the appropriate techniques for rep- 
resenting and specifying designs. A few design 
methodologies have become popular in the last 10 
years, and there are a few supporting tools that 
help the designer. There are a few serious attempts 

to integrate requirements specification and design 
support technology, but they have not been very 
successful. DoD has concentrated on finding de- 
sign techniques that are compatible with Ada (the 
recently adopted standard DoD programming lan- 
guage), then developing tools that support those 
techniques. 

Recent software design technology is on a par 
with requirements specification technology: the de- 
velopment of workstations and persona! computer 
tools aimed at supporting the designer's job has 
followed the development of similar tools on larger 
computers. 

Validating and Verifying 
Requirements and Design 

According to one estimate, errors in large projects 
are 103 times more expensive to correct in the 
maintenance phase than in the requirements 
phase." Supporting data suggest that the relation- 
ship between the relative cost to fix an error to the 
phase in which the error is detected and corrected 
is exponential. Accordingly, products of the soft- 
ware development phases undergo some kind of 
validation and verification several times during 
each phase and at the end of each phase. 

Although simulation is used to verify the results 
of feasibility and requirements cnaly;;es, much of 
the verification and validation of requirements and 
design is done by review. A review is a labor- 
intensive process. Users, designers, system engi- 
neers, and others scrutinize a specification for er- 
rors, usefulness, and other properties. Then, in a 
series of meetings, they discuss comments and ob- 
jections to the specifiction. There is little auto- 
mated support for reviews, and there have been 
few advances in the pnst 10 years in the way they 
have been conducted. Although many of the cleri- 
cal aspects of such reviews are ripe for automation, 
the more difficult parts are likeiy to remain highly 
labor-intensive. 

Coding 

Coding activities generally consume about 10- 
20 percent of the effort in large-scale software de- 
velopment, but they have been more highly auto- 
mated than any other part of the process. Perhaps 
the largest advance was the development of com- 
pilers that translate high-level languages into se- 
quences of machine instructions. In addition, there 
is a continuing stream of new tools that help the 
coder to enter, edit, and debug his code. 

"Boehm. Software Engineering Economic*, op. dt., footnote 1, p. 40. 
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Advanced coding tools include editors, com- 
pilers, and debuggers that: 

• incorporate syntactic knowledge of the lan- 
guage being used, 

• allow the programmer to move freely between 
editing and debugging programs, and 

• provide him with powerful means of browsing 
througli the text of a program and analyzing 
the results of its execution. 

Such tools generally reside either on a time-shared 
computer or on a workstation that is at the sole 
disposal of the programmer. 

Current practice varies widely, from compilers 
used on batch machines (i.e., noninteractively, with 
little or no editing or debugging tools and with 
programmers relying principally on printouts for 
information), to state-of-the-art systems. 

Showing Correctness and Utility of Code 

Because code is the means of directing a com- 
puter's actions, it is the realization of the require- 
ments and the implementation of the design. Al- 
though earlier stages in the development process 
might conceivably be reduced in scope and effort— 
or even eliminated—code to implement the system 
must still be written. To show that it is the accurate 
realization of the desired system, the code must 
be demonstrated to execute correctly and usefully. 
Technology to support such demonstrations has 
followed several different approaches. 

The traditional approach is to test the software 
over a range of inputs that are deemed adequate 
to demonstrate correctness and usefulness. (The 
criteria for adequacy are generally determined by 
those responsible for accepting the software as ade- 
quate.) Testing technology is discussed in the next 
section. 

Code reviews, similar to design and requirements 
reviews in structure, function, and labor-intensive- 
ness, are also generally used during the coding 
process to find errors. As with other reviews, the 
nonclerical aspects of the process are unlikely to 
be automated. 

Correctness proofs based on mathematical tech- 
niques are discussed in chapter 9 of this report. 
Although work in automating proofs of program 
correctness and finding and applying techniques 
that work for large programs started about 20 
years ago, the technology is still inadequate for 
large, complex programs. There are no current 
signs of ideas that may lead to rapid progress. 

Testing 

Although there are different types of testing for 
different situations, the principles underlying 
different tests are the same: the program is exe- 
cuted using different sets of inputs and its be- 
havior, particularly its output, is observed. Test- 
ing technology has advanced to the point where 
test inputs can often be automatically generated, 
test output can be automatically compared with 
desired output, and the parts of the program that 
have been executed during the test can be auto- 
matically identified. As with coding, the current 
practice varies widely. For simple, noncritical sys- 
tems, none of the process may be automated. For 
critical systems, considerable investment is often 
made in automating tests. For such systems, it is 
often important that test results be made visible 
and understandable to nontechnical users. As an 
example, elaborate computer-driven simulations 
are used in pre-flight testing of aircraft flight soft- 
ware. A pilot can test the behavior of the flight 
software without any knowledge of the code. 

Integrated Support 

Early tools designed to support software devel- 
opment or maintenance were aimed at solving spe- 
cific problems, such as translating high-level lan- 
guages to machine instructions, and were designed 
either to work alone or in cooperation with one or 
two other tools. Requirements and, particularly, 
design support tools did not interface well with cod- 
ing and testing tools. More recent attempts at au- 
tomating the software development and mainte- 
nance processes are aimed at developing software 
engineering environments: tools that are compat- 
ible with each other, that make it easy for the soft- 
ware engineer to switch his attention among differ- 
ent tasks in different phases of the software life 
cycle, and that support the entire software life cy- 
cle. Such environments are still in the development 
stage. 

In recent years, efforts to provide automated 
management support have appeared. Such support 
might consist of providing an automated database 
containing information about the progress of a 
software development or maintenance project. Ef- 
ficient tools for providing integrated management 
support should be appearing on the market shortly. 
One area that has enjoyed automated support for 
some time is change control, that is, keeping track 
of changes that have been proposed and made to 
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a system during its lifetime, long recognized as an 
important management need. Automated support 
systems designed just for change control have been 
available for at least 10 years. 

Incremental Development 

To avoid the problems associated with attempt- 
ing to develop a large, complex system at one time, 
an incremental development technique is often 
used. Systematic approaches for incremental de- 
velopment have been described in the literature for 
more than 10 years; example variations are itera- 
tive enhancement, and program family develop- 
ment." More recently, incremental development 
has been incorporated into a risk-based approach 
to development called the spiral approach." In this 
approach, each developmental increment is accom- 
panied by risk analyses. When deemed worth the 
risk, a complete development cycle, which may be 
similar to the one described in the preceding is 
used. Incremental development has been used by 
DoD in a variety of forms for a number if years, 
and should not be expected to result in a major 
improvement in software dependability or produc- 
tivity. 

Other Paradigms 

The preceding discussion is oriented towards the 
standard DoD software life cycle. Other paradigms 
for the software life cycle have been suggested. 
Some expand on the life cycle, such as a recently 
proposed model by Boehm that incorporates risk- 
assessment and incremental development. Others 
attempt to eliminate or merge existing steps, such 
as object-oriented programming using languages 
like Smalltalk that lend themselves to rapid 
change. Some introduce new or improved technol- 
ogy to change the nature of existing steps, such 
as the Cleanroom method. 

Object-Oriented Programming 

Object-oriented programming is based on sev- 
eral different ideas that are used differently by ad- 
vocates of the technique. 

The term object-oriented programming has been 
used to mean different things, but ons thing these 
languages have in common is objects. Objects are 
entities that combi»*> the properties of procedures 
and data since they perform computations and 
save local states." 
In many versions of the object-oriented model, 

the role of formal, requirements and design speci- 
fication is reduced in favor of quickly producing 
different versions of a program until one is attained 
that exhibits the desired behavior. Although this 
technique appears to work well on a small-scale, 
it has yet to be tried on large-scale programs that 
require the cooperation of many programmers and 
that are to be long-lived. Most likely, some of the 
ideas and tools that facilitate change in languages, 
like Smalltalk, will be incorporated into the soft- 
ware engineering environments under development 
for the standard DoD life cycle, where they will 
help make a modest improvement in productivity. 

The Cleanroom Method 

The Cleanroom method is an approach to soft- 
ware engineering recently developed at IBM." The 
method requires programmers to verify their pro- 
grams, using mathematically-based functional ver- 
ification methods developed at IBM. Programmers 
are not permitted to debug or tejt their own pro- 
grams; testing is done by a separate test group 
Furthermore, the test process is based on statisti- 
cal methods that permit statistically valid esti- 
mates of mean time to failure to be calculated from 
test results." Reported Cleanroom experience in- 
cludes three projects, the largest containing 45,000 
lines of code. There is no reported accumulated 
operational experience with software developed 
using this technique. Proponents believe the tech- 
nique will scale up to programs of the size and com- 
plexity needed for SDI. 

Automatic Programming 

In another suggested paradigm that would elim- 
inate much of the requirements and design phases, 
programs would be automatically generated 
directly from a requirements specification lan- 
guage that might read like a mathematized ver- 
sion of English. This idea is not new; the term auto- 

"V.R. Buili and A.J. Tomer, "Iterative Enhancement: A Practical 
Technique for Software Development," IEEE Transactions on Software 
Engineering SE-l<4):390-396. Deceuber 1975. See also D. L. Parnas. 
"Designing Software fo- Ease of Extension and Contraction," IEEE 
Transactions on Software Engineering 5121. March 1979. 

"B. Boehm. TRW Corp., A 5 irai Model of Software Development 
and Enhancement. TRW technical report 21-37145. 1985. 

"Mark Stefik and Daniel G. Bobrow, "Object-Oriented Programming: 
Themes and Variations," The AI Magazine 6(41:40-62. winter 1986. 

"Harlan D. Mills. "Cleanroom Software Engineering," to be published 
in IEEE Transactions on Software Engineering 

"P. Allen. Michael Dyer, and D. Harlan, "Certifying the Reliability 
of Software," IEEE Transactions on Software Engineering, SE-12<1):3- 
11. January 1986. 
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matic programming was applied in discussions of 
programming languages a? eerly as 1&48." As pro- 
gramming languages became more powerful, the 
level of expectation for automatic programming 
rose. The technology to implement this paradigm 
in such a way that design specifications, as now 
used, would be unneeded, is still well beyond the 
state of the art. 

Artificial Intelligence 

Artificial intelligence (AI) is sometimes asserted 
to be a technology that would be needed to build 
the software for an SDIBMD system. In a critique 
of AI as applied to SDI, David Parnas points out 
two different definitions of AI that are currently 
used. 

AM: The use of computers to solve probler is 
that previously could only be solved by applying 
human intelligence. 

A1-2: The use of a specific set of programming 
techniques known as heuristic or rule-based pro- 
gramming. In this approach, human experts are 
studied to determine what heuristics or rules of 
thumb they use in solving problems. Usually they 
are asked for their rules. These rules are then en- 
coded as input to a program that attempts to be- 
have in accordance with them. In other words the 
program is designed to solve a problem the way 
that humans seem to solve it." 

Much of the investment in AI technology today 
seems to be based on AI-2. The result is likely to 
be several systems that work well in limited appli- 
cations where the rules for solving a problem are 
well-known, relatively few in number, and consist- 
ent with each other. For battle management and 
Other complex SDI computing problems, such an 
approach is unlikely to apply: the rules for conduct- 
ing a battle in space against an opponent, who may 
use unforeseen strategy or tactics, are not well 
known. 

Since AM may be considered as a set of prob- 
lems, such as writing a computer program that can 
translate English to Russian, it cannot be truly 
characterized as having an underlying technology. 
Solutions to such problems may or may not use 
AI-2, or any other technology. Accordingly, the 
state of the art in AM can only be considered on 
a problem-by-problem basis, and a technological 
assessment cannot be made. Since it lacks a unify- 

'•For ■ discussion of automatic programming. See David L. Parnas 
"Can Automatic Programming Solvr The SDI Software Problem " in 
Software Aspocts of Strategic Defense Systems." American Scientist. 

September-October 1985. pp.432-40. 
»David L. Parnas." Artificia! Intelligence and the Strategic Defense 

Initiative,   ibid. 

ing concept or technology, there is not much sense 
in talking about "applying' AM to SDI battle 
management problems until a specific set of bat- 
tle management problems and their solutions is 
specified. 

Technology Summary 

Much of the current software technology work 
may be viewed as consolidation: the development 
of tools to support existing methodologies. This 
view is especially true for DoD, whose recent soft- 
ware technology investments are aimed at provid- 
ing automated support for software to be devel- 
oped in the Ada language. Both within and without 
DoD, particular emphasis is being given to soft- 
ware engineering environments: tools that are com- 
patible with each other, that make it easy for the 
software engineer to switch his attention among 
different tasks in different phases of the software 
life cycle, md that support the entire software life 
cycle. This emphasis is likely a result of a growing 
recognition by software engineers that although 
they have spsnt considerable time helping to au- 
tomate other industries, they have been slow to 
automate the software development and mainte- 
nance industry. 

The difficult problems of how to go about creat- 
ing, analyzing, specifying, and validating require- 
ments and design, and validating that implemen- 
tations satisfy requirements, are still open research 
problems on which progress is slow. 

Measuring Improvement 

Because the quality of software depends so 
strongly on r.\e quality of the software develop- 
ment process, both the process and the product 
need to be measured to understand where process 
improvements are needed and what their effect is. 
As previously noted, increases in product scale re- 
sult in a shift in the factors determining success. 
Measurements made on small scale developments 
cannot be generalized to large scale developments. 
As a result, laboratory-style measurements are of 
little help in trying to determine the factors affect- . 
ing the development of BMD wftware. To be use- 
ful, measurement nust be made of the actual pro- 
duction process, with the attendant risks of 
affecting the process. Since data from such meas- 
urements gives considerable insight into the prac- 
tices used by a company, it is considered by most 
companies to be sensitive end is rarely available 
for study outside of the company. As a result, there 
is little to chance to separate the effects of differ- 
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ent factors by comparing data from different de- 
velopment environments. Outside of internal com- 
pany studies, the few studies of software available 
from measurements in production environments 
come either from NASA's Software Engineering 
Laboratory, or from the Data and Analysis Cen- 
ter for Software, supported by the Rome Air De- 
velopment Center. 

Scaling up to the size estimated for the SDI bat- 
tle management software means that new devel- 
opmental problems will be encountered and that 
existing measurements will not apply well. Esti- 

mates for the size of the SDI battle management 
software range from 7 million lines of code to 60 
million lines of code, depending on the estimator 
and system architecture. The largest operational 
systems today that could be said to be similar to 
BMD systems contain about 3-4 million lines of 
code." 

"The AEGIS software is in this category. The software for AT&T's 
5ESS1M switching system, although not a good model for BMD soft- 
ware, is also in this size range. The SAFEGUARD system, not currently 
operational, was slight); smaller. 
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Glossary 
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ABM 
V ALS 
y AOA 

AOS 
ASAT 
ATA 
ATH 
ATS 

BM/C 

BMD 
BMEWS 

BSTS 

CCD 
CELV 

cm 
CONUS 
CV 

1 DANASAT 

DANNASAT 

DARPA 

DEW 
DF 
DIPS 
DoD 
DSAT 
DSP 

'v.     ■ DST 
EML 
EMP 
ERINT 
ERIS 

ETA 
!■■ eV 
/ FBB 

A FEL 
FLAGE 

FLIR 
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Glossary of Acronyms and 
Abbreviations 

-Anti-ballistic Missile 
-Advanced Launch System 
-Airborne Optical Adjunct 
-Airborne Optical System 
-Anti-satellite Weapon 
-Advanced Test Accelerator 
-Above The Horizon (Sensor) 
-Ad/anced Test Stand (particle 
beam accelerator) 

-Battle Management/Command, 
Control, and Communications 

-Ballistic Missile Defense 
-Ballistic Missile Early Warning 
System 

-Boost Surveillance and 
Tracking System 

-Charge-coupled Device 
-Complementary Expendable 
Launch Vehicle 

-Centimeter 
-Continental United States 
-Carrier Vehicle 
-Direct Ascent Nuclear Anti- 
satellite Weapon 

-Direct Ascent Non-nuclear Anti- 
satellite Weapon 

-Defense Advanced Research 
Projects Agency 

-Directed-Energy Weapon 
-Deuterium Fluoride (Laser) 
-Dynamic Isotope Power System 
-Department of Defense 
-Defensive Satellite Weapon 
-Defense Support Program (U.S. 

Military Satellite) 
-Defense Suppression Threat 
-Electromagnetic Launcher 
-Electromagnetic Pulse 
-Extended Range Interceptor 
-Lxo-atmospheric Re-entry 

Interceptor System 
-Experimental Test Accelerator 
-Electron Volt 
-Fast-burn Booster 
-Free Electron Laser 
-Flexible, Lightweight, Agile, 

Guided Experiment 
-Forward Looking Infrared 

(Sens."*-) 

FLOPS —Floating Point Operations per 
Second 

FOC —Full Operating Capability 
FSED —Full-scale Engineering 

Development 
FTV —Flight Test Vehicle; Functional 

Technical Validation 
g —Gram 
GBFEL —Ground-based Free Electron 

Laser 
GOPS —Billion (Giga-) Operations per 

Second 
GSTS —Ground-based Surveillance and 

Tracking System (Pop-up Probe) 
HALO —High Altitude Large Optics 
HEDI —High Endo-atmospheric Defense 

Interceptor 
HF —Hydrogen Fluoride (Laser) 
HLLV —Heavy Lift Launch Vehicle 
HOE —Homing Overlay Experiment 
IBC —Impurity Band Conductor 
!CBM —Intercontinental Ballistic 

Missile 
IOC —Initial Operating Capability 
ISAR —Inverse Synthetic Aperture 

Radar 
J —Joule 
KEW —Kinetic Energy Weapon 
kg —Kilogram 
kJ —Kilojoule 
KKV -Kinetic Kill Vehicle 
km —Kilometer 
kW —Kilowatt 
LAMP —Large Advanced Mirror 

Program 
LCC —Life Cycle Cost 
LEAP —Lightweight Exo-atmospheric 

Advanced Projectiles 
LOC —Lines of Code 
LWIR —Long-wave Infrared 
m —Meter 
MaRV —Maneuverable Reentry Vehicle 
MeV —Million Electron Volts 
MHD —Magnetohydrodynamics 
MIPS —Million Instructions per Second 
MIRACL —Mid-infrared Advanced 

Chemical Laser 
MIRV —Multiple Independently- 

targetable Reentry Vehicle 
MOPS —Million Operations per Second 
MOSFET —Metallic Oxide Semiconductor 

Field Effect Transistor 
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MTBF —Mean Time Between Failures 
MTTR --Mean Time to Repair 
MW —Megawatt 
MW/sr —Megawatts per Steradian 
MWIR —Medium-wave Infrared 
Nd:YAG       — Neodymium Yttrium-Aluminum- 

Garnet (Laser) 
NPB —Neutral Particle Beam 
NTB -National Test Bed (for 

computer simulations) 
PAR —Phased-array Radar 
PBV -Post-boost Vehicle 
RTG —Radioisotope Thermal 

Generator 
RV -Reentry Vehicle 
SBHEL — Space-besed High Enorgy Lapar 
SBI —Space-based Interceptor 
SBKKV        -Space-based Kinetic Kill Vehicle 
SDI —Strategic Defense Initiative 
SDIO —Strategic Defense Initiative 

Organization 
SDS —Strategic Defense System 
SGEMP        -System-Generated 

Electromagnetic Pulse 
SLBM —Submarine-launched Ballistic 

Missile 
SS-18, SS-19, 
SS-24, SS-25 —U.S. designators for various 

Soviet ICBMs 
SS-20 —U.S. designator for a Soviet 

Medium Range Ballistic Missile 
SSME —Space Shuttle Main Engine 
SSTS —Space Surveillance and 

Tracking System 
STAS —Space Transportation 

Architecture Study 
SWIR -Short-wave Infrared 
TDI -Time Delay and Integrate (data 

processing technique for 
sensors) 

TIR —Terminal Imaging Radar 
TREP -Thrusted Replica (decoy) 
UHF -Ultra-high Frequency 
UV -Ultra-violet 
VHSIC -Very High Speed Integrated 

Circuitry 
VLSI —Very Large-Scale Integrated 

(Circuit) 
W -Watt 
W/s*- —Watts per Steradian 

Glossary of Terms 

Ablative Shield: A shield that evaporates when 
heated, thereby absorbing energy and protect- 
ing the underlying structure from heat damage. 
Such shields are used to protect reentry vehicles 
from damage during atmospheric reentry. They 
could also be used to shield boosters against 
lasers. 

Absentee Ratio: In a constellation of orbiting 
weapon platforms, the ratio of the number of 
platforms not in position to participate in a bat- 
tle to the number that are. Typical absentee ra- 
tios for kinetic energy weapons systems are 
around 10 to 30, depending on details of th.3 sat- 
ellite orbits and the assumed battle. 

Absorption Bands: Frequency ranges in the elec- 
tromagnetic spectrum that are highly absorbed 
by the atmosphere, thus restricting transmission 
between Earth and space. Absorption bands of 
interest to BMD are found in the ultraviolet, the 
infrared, and at microwave frequencies. 

Accelerator Test St»od (ATS): An accelerator at 
Los Alamos National Laboratory that is a pro- 
totype for a high Intenrity neutral particle beam 
accelerator. 

Acquisition: The search for, detection of, and main- 
tenance of contact with a potential target by the 
sensors of a weapon system. 

Active Discrimination: The electromagnetic irradi- 
ation of a potential target in order to determine 
from the characteristics of the reflected radia- 
tion whether it is a threatening object or a de- 
coy. Radar and laser radar (ladar) are examples 
of active discrimination tools. 

Adaptive Preferential Defence: A BMD tactic de- 
signed to increase the value of the defense. The 
defense determines in the early mid-course phase 
of ballistic missile trajectories the intended tar- 
get of each RV that has survived the first de- 
fensive layers. Those targets that the defense 
wishes to protect are defended by preferentially 
attacking those warheads aimed at these targets. 
To optimize the number of surviving targets, 
those that have the fewest warheads aimed at 
them are defended first. 

Advanced Launch System (ALS): A rocket pro- 
posed for deployment in the mid-1990s that 
wculd have a large payload-to-orbit capacity (50 
tonnes or more) and that would be the primary 
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launch vehicle for deploying the thousands of 
tonnes required for an early deployment of the 
Strategic Defense System (q.v.). 

Advanced Test Accelerator (ATA): A high-current 
50 MeV accelerator at Lawrence Livermore Na- 
tional Laboratory that is being used for free elec- 
tron laser experimentation and development. 

AEGIS: The anti-missile system currently in use 
by the U.S. Navy, designed to defend carrier 
groups against attack by rockets, aircraft, or air- 
breathing missiles. 

Agility: The ability of a pointing system for a sen- 
sor or a weapon to shift rapidly and accurately 
from one target to another. 

Air Defense Initiative (ADD: A Department of 
Defense research program that is designed to 
counter air-breathing threats to the United 
States, such as aircraft and cruise missiles. De- 
signed to supplement the SDI. 

Airborne Optical Adjunct (AOA): An experimental 
aircraft with sensors being prepared for testing 
in the late 1980s as a part of the development 
program for the AOS. 

Airborne Optical System (AOS): A set of optical 
elements mounted on aircraft and intended to 
provide tracking information on approaching 
warheads and decoys and then to hand off this 
information to the terminal phase of a missile 
defense system. 

Algorithm: A precise description of a method for 
solving a particular problem, using operations 
or actions from a well-understood repertoire. 
(Definition by J. Shore) 

Alpha Laser: A megawatt-class chemical laser be- 
ing developed by TRW as a prototype for a 
space-based anti-missile laser weapon. 

Anti-ballistic Missile (ABM): A missile designed 
to destroy a ballistic missile. 

Anti-sntellite (ASAT) Weapon: A weapon designed 
to destroy satellites. 

Anti-simulation: The tactic of trying to disguise 
a military asset as a decoy. 

Architecture: The overall design of a system: its 
elements, their functions, and their interrela- 
tionships. 

ARPA Network: The computer network set up by 
the Department of Defense's Advanced Re- 
search Projects Agency to facilitate data and in- 
formation exchange and thus to aid program- 
ming and research. 

Artificial Intelligence: The ability of a computing 
system to learn from experience and to act in 
other ways indistinguishably from a sentient 
being. 

Atmospheric Compensation: The physical distor- 
tion or modification of the components of an op- 
tical system for the purpose of compensating for 
the distortion of light waves as they pass 
through the atmosphere and the optical system. 

Atmospheric Heave: Raising a large volume of the 
upper atmosphere to a substantially higher alti- 
tude (hundreds of kilometers) by means of a nu- 
clear detonation within the atmosphere. This 
could have several different effects on the capa- 
bility of a missile defense system: for example, 
nuclear background radiation problems could be 
substantially worsened for the defense and some 
directed-energy weapons could be partially neu- 
tralized; on the other hand, offensive decoys 
could become detectable and offensive targeting 
could become more difficult. 

Atmospheric Turbulence: Variations in atmos- 
pheric density that cause small changes in refrac- 
tivity of light that passes through the air. In the 
context of BMD sensors, turbulence causes dis- 
tortions of plane wavefronts that could, if not 
compensated for, weaken the coherence and ef- 
fectiveness of a high power laser beam. 

Ballistic Missile: A rocket-driven missile that 
burns out relatively early in its trajectory and 
then follows a ballistic path in the Earth's 
gravitational field to its target. 

Ballistic Missile Defense (BMD): A weapon sys- 
tem designed to destroy ballistic missiles or their 
warheads at any or all points in their trajecto- 
ries, from launch until just before target impact. 

Battle Management: The analysis of data on the 
state of a battle ard decisions regarding weapon 
aiming and allocation. Subtasks include com- 
mand and communication, kill assessment, main- 
taining knowledge of the state and positions of 
all elements of the defense system and calcula- 
tion of target track files. 

Beam Control: The system that maintains the 
desired pointing, tracking, and quality of a la- 
ser or particle beam. 

Beam Director: A system that focuses and points 
a laser or particle beam in the desired direction. 

Beam Neutralizes Device located at the exit of a 
particle accelerator that neutralizes the charged 
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ion beam in order to produce a neutral particle 
beam, usually by stripping off extra electrons 
(charged beams can be accelerated and focused 
by a particle accelerator while neutral beams can- 
not). The device may be a gas cell or foil or may 
utilize an appropriate laser beam. 

Bistatic Radar/Ladar: Radar or ladar using trans- 
mitters and receivers separated by substantial 
distances. Reasons for separation may include 
enhanced survivability or the ability to overcome 
the countermeasure of retrorsflectors. 

Blinding: Destroying elements of an optical sen- 
sor by overloading them with radiation. 

Boost Phase: The part of the trajectory of a ballis- 
tic missile during which the rocket booster fires. 
This phase lasts for about 3 to 5 minutes for cur- 
rent ICBMs. 

Booster: The rocket that places a ballistic missile 
in its trajectory towards a target or that 
launches a satellite or space vehicle into orbit. 

Booster Clustering: Locating boosters relatively 
near one another (within hundreds of kilometers) 
in order to force a space-based BMD to a higher 
absentee ratio and therefore to increase the re- 
quired number of space-based interceptors. 

Booster Decoys: Rockets that would imitate the 
early phase of booster plume and trajectory in 
order to draw fire from the defense, but that 
would not be armed intercontinental missiles and 
would cost substantially less than ICBMs. 

Bus: The rocket-propelled final stage of an ICBM 
that, after booster burn-out, places warheads 
and possibly, decoys on ballistic paths towards 
their targets. Also known as "post-boost vehi- 
cle" (PBV). 

Carrier Vehicle (CV): A vehicle in Earth orbit that 
carries the space-based interceptors of a BMD. 
It may also carry some sensors. 

Chaff: Small, light bits of matter deployed in quan- 
tity to confuse radar or ladar by scattering radi- 
ation and concealing targets. 

Charge-coupled Devices: Solid state devices that 
convert photons of incoming electromagnetic ra- 
diation to electric charge, usually in a propor- 
tional manner. The charge is then detected by 
attached electronic circuits and the resulting in- 
formation is analyzed to provide information 
about the original photons (direction of the 
source, wavelength, time distribution, number). 

Chemical Laser: <\ laser Miat uses chemical re- 
actions to pump energy into a lasing medium, 
thereby creating the inverted state population 
needed for lasing. An example of a high power 
chemical laser is the hydrogen fluoride iaser, in 
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which a hydrogen-fluorine reaction produces las- 
ing in a hydrogen fluoride medium. 

Coherence: The maintenance of constant phase 
relationships between adjacent rays of a beam 
of electromagnetic radiation. Coherent radiation 
is able to transfer energy much more efficiently 
and in a more collimated beam than is incoher- 
ent radiation. Laser light is coherent. 

Command Guidance: The technique of remotely 
controlling the trajectory of a rocket. 

Complementary Expendable Launch Vehicle 
(CELV): The Titan IV; a new U.S. rocket for 
launch-to-orbit, to become operational in the late 
1980s and with a payload, to low-Earth orbits, 
of about 30,000 to 40,000 pounds. 

Compulsator: A hollow-core generator able to pro- 
duce large amounts of electrical energy, but sub- 
stantially lighter than homopolar generators. It 
might be used to produce large currents suitable 
for electromagnetic guns. 

Computer Simulation: The representation on a 
computer of a chain of physical events, using 
physical calculations. In the context of BMD, 
it will be attempted to reproduce, in computer 
memory and on screens, all aspects of a large en- 
gagement between a BMD system and the op- 
posing offensive force. The behavior of all ele- 
ments of both systems will presumably be 
included, as well as effects generated by nuclear 
explosions in space and in the atmosphere. The 
results of many such simulations are supposed 
to show the effectiveness, robustness, and sur- 
vivability of the BMD system under various sets 
of assumptions. 

Constellation: The number and orbital disposition 
of a set of space-based weapons forming part of 
a defensive system. 

Cost-effective at the margin: In the context of 
BMD effectiveness, the requirement that each 
additional increment of defensive capability cost 
the defense less than each correponding offen- 
sive increment deployed by the offense. In the 
context of survivability, it corresponds to the 
requirement that the incremental cost of defend- 
ing one space asset be less expensive than the 
incremental cost of adding sufficient defense 
suppression capability to destroy that asset. 

Cost-exchange Ratio: In the BMD context, the ra- 
tio of the cost of an item to the defense to the 
cost of an equal and opposing item to the offense. 
For example, the cost-exchange ratio of a termi- 
nal defense system would be the cost to the de- 
fense of the number of rockets (plus the pro-rated 
cost of support sensors) needed to kill one incom- 
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ing warhead to the cost to the offense c * putting 
that warhead and associated decoys in the ter- 
minal phase of flight. 

Countermeasure (Non-destructive and Defense 
Suppression): A tactic used by the offense to op- 
pose defensive measures or by the defense to op- 
pose offensive measures. Non-destructive coun- 
termeasures are those that are intended to 
nullify the capability of the opposing system by 
means other thaii direct attack. Defense suppres- 
sion lountermeasures include means of attack- 
ing defensive system elements. 

Cryogenic cooler: The equipment used to cool sub- 
stances to very low temperatures. 

Dazzling: The temporary blinding of a sensor by 
hostile incoming radiation [e g., radiation from 
lasers, generators, nuclear explosions). 

Debris: In the BMD context, large quantities of 
relatively small particles. Debris could be used 
as an intentional defense suppression measura; 
debris is also generated when objects in space 
are destroyed. 

Decoy: An object intended to fool the adversary's 
sensors into thinking it is a more expensive and 
more threatening object. It could be a decoy re- 
entry vehicle, a decoy ASAT warhead, or a de- 
coy satellite belonging either to the offense or 
defense. 

Defense Suppression: Destroying th«a elements of 
a defensive system. 

Delta 180: An experiment in September 1986 that 
successfully took some radar and infrared meas- 
urements in space as well as the coordination 
among a large number of individual elements in 
space and on the ground. See text for more detail. 

Detector. A device that can sense and report on 
radiation originating from a remote object. De- 
tectors for BMD purposes, are usually sensitive 
to electromagnetic radiation, but some may be 
particle detectors, able to sense, for example, 
electrons, neutral beams, or neutrons. 

Deterrence: The prevention of war or other un- 
desired acts by a military posture threatening 
unacceptable consequences to an aggressor. 

Dielectric Coating: On a mirror, a thin (usually frac- 
tions of a wavelength) coating of non-conducting 
materials designed to maximize reflectivity at 
the operating wavelength. 

Diffraction: The spreading out over distance of 
even a perfectly focused beam of electromagnetic 
radiation. It provides an upper limit on the in- 
tensity that can be obtained. A perfectly focused 
beam will spread out at an angle (in radians} 

equal to slightly more than the ratio of the wave- 
length to the diameter of the final focusing 
element. 

Direct A scent Non-nuclear Anti-satellite Weapon 
(DANNASAT). A ground-based rocket with a 
homing, non-nuclear warhead designed to de- 
stroy satellites. 

Direct Ascent Nuclear Anti-satellite Weapon 
(DANASAT): A ground-based rocket with a nu- 
clear warhead designed to destroy satellites. 

Discrimination: The process of determining which 
of a set of targets in space (usually reentry vehi- 
cles) are real and which are decoys. 

Distributed Architecture: A system design whoso 
primary functions are dispersed and repeated in 
numerous nodes at diverse locations. Each node 
has a large amount of autonomy. This has the 
effect of increasing the survivability of the sys- 
tem, since the loss of a few nodes will not cause 
the system to fail catastrophically. It may, how- 
ever, cause redundant actions, and thus require 
more system elements than a more efficient ar- 
chitecture. 

Distributed Battle Management: A battle manage- 
ment system that relies on a distributed architec- 
ture with numerous, largely autonomous nodes. 

Doppler Imaging: The use of radar or ladar to pro- 
duce reflected doppler-shifted electromagnetic 
signals from different parts of an object. This 
technique can provide an image of the object if 
it is spinning or tumbling. Since the doppler shift 
depends on the velocity of the object with respect 
to the observer, reflections from those parts of 
the object receding from the observer will have 
different shifts from those moving towards the 
observer. 

Dynamic Isotope Power System (DIPS): A device 
for producing electric power for satellites that 
utilizes the heat generated by a quantity of n 
radioactive isotope as a power source and then 
converts the heat energy to electricity by means 
of a dynamic heat engine. 

E-beam: An electron beam. 
Eastport Study Group: A group of computer soft- 

ware and hardware experts convened by the 
SDIO in 1986 to provide independent advice on 
the problems associated with designing and pro- 
ducing a battle management system for BMD 
and the associated software. The group reached 
the conclusion that insufficient attention had 
been thus far paid to software problems and that 
any BMD system should be designed around 
battle management software, not vice-versa. It 
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also advocated the use of distributed systems 
and concluded that a successful battle manage- 
ment system for BMD could be designed. 

Electro-optic Countermeasuies: Countermeasures 
designed to confuse the sensors of one's adver- 
sary by j amming, blinding, or dazzling, or by re- 
ducing the radiations and reflections produced 
by one's own assets, or by using decoy targets 
in conjunction with real targets. 

Electromagnetic Launcher A device that can accel- 
erate an object to high velocities using the elec- 
tromotive force produced by a large current in 
a transverse magretic field. 

Electromagnetic Pulse (EMP): A large pulse of elec- 
tromagnetic energy, effectively reaching out to 
distances of hundreds of kilometers or more; in- 
duced by the interactions of gamma rays that 
are produced by a nuclear explosion with atoms 
in the upper atmosphere. 

Endo-atmospheric Interceptor: An interceptor 
rocket that attacks incoming reentry vehicles in 
their terminal phase within the atmosphere. 

Ephemeris: The orbital parameters of a satellite 
or planet. 

Excimer Laser A laser that produces the neces- 
sary population inversion of molecular energy 
states by an electric discharge in a lusant con- 
sisting of a noble gas and a halogen (e.g. argon 
and fluorine, xenon and chlorine). The two ele- 
ments of the lasant form a metastable excited 
molecular state, and, upon decaying to the 
ground state and emitting a photon, separate 
once more into their component atoms. 

Exo-atmospheric Interceptor: An interceptor 
rocket that destroys incoming reentry vehicles 
above the atmosphere during the late midcourse 
phase. 

Experimental Test Accelerator (ETA): A 5 MeV 
accelerator at Livermore Laboratory that 
produced free electron lasing in the microwave 
band in 1985. 

Fast-burning Booster (FBBh A booster for a bal- 
listic missile that burns out more rapidly than 
the current minimum time of about thx-ee min- 
utes. Down to about 80 seconds, there are no an- 
ticipated serious technical difficulties in devel- 
oping such rockets. For shorter times, significant 
developmental work may be necessary. 

Fault-tolerance: The ability of hardware or soft- 
ware to continue to function despite the occur- 
ence of failures. 

FLAGE Experiment: A set of experiments involv- 
ing a low altitude interceptor rocket for missile 
defense. 

Fletcher Report: The report of the Defensive Tech- 
nologies Study Team, headed by Dr. James 
Fletcher. This report was requested by President 
Reagan in 1983 to investigate the technical fea- 
sibility of ballistic missue defenses. The report's 
unclassified conclusions were optimistic. 

Fluorescence: Light or other electromagnetic ra- 
diation from excited atoms that have previously 
been raised to excited states by radiation of a 
higher frequency. 

Focal Plane Array: A set of radiation-sensitive de- 
vices located at the focal ;uane of an optical train. 
The array then provides an image of objects lo- 
cated in front of the optics. The resolution of the 
array depends on tho nuu-Ser of elements in it 
and on the quality and size rtf the optics. 

Free Electron Laser A laser thit takes energy 
from a transversely-oscillating electron beam 
and adds it to a coupled beam of electromagnetic 
radiation. The wavelength of the radiation de- 
pends primarily on the distance of oscillation of 
the electron beam and on its energy. 

Frond: A proposed countermeasure to doppler im- 
aging by radar or ladar: long, thin strips of metal, 
coated with a material that sublimates in space, 
are attached to a possible target. The random 
motion of many of these objects on the same tar- 
get could confuse attempts to image the target 
by doppler measurements over its surface. 

Full-scale Engineering Development (FSED): A 
stage in the acquisition of a military system that 
is intended to produce several working pro- 
totypes. 

Geostationary Orbit: A circular orbit about 35,000 
kilometers above the Earth's equator with a 
period of one day; a satellite in this orbit thus 
remains above one point on the equator. 

"Hard" Kill: The destruction of an object in a way 
easily detectable from a distance, usually by 
fragmenting it or by changing its velocity radi- 
cally. Distinguished from "soft" kill (q.v.). 

Hard Targets: Ground targets, such as missile silos 
or deeply buried command tenters, that could 
survive a nuclear blast unless it were to hit 
within a few hundred meters. 

Heavy Lift Launch Vehicle (HLLVh Currently re- 
ferred to as the Advanced Launch System (q.v.); 
a projected vehicle capable of lifting tens of 
tonnes to orbit and ready for use by the mid 
1990s. A requirement for placing space-based ele- 
ments of the Phase One Strategic Defense Sys- 
tem into orbit within the timelines planned. 

HF/DF Laser A chemical laser, fueled by a 
hydrogen-(or deuterium-)fluoride reaction, that 
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produces lasing at 2.7 (3.8) microns. The most 
promising candidate for space-based chemical 
lasers. 

Hierarchical Architecture: An architecture that 
has several layers of a hierarchy; an element may 
take direction from an element in a higher layer 
but not from one in the same or a lower layer. 

High Endo-atmospheric Interceptor (HEDI): A 
proposed interceptor for ballistic missile defense 
that could be available sometime in the 1990s. 

Hit-to-kill Vehicle: A kinetic vehicle that des'.roys 
its target by hitting it directly and thereby trans- 
ferring a lethal amount of kinetic energy to it. 

Homing: In the context of missile defense, the abil- 
ity of an interceptor to locate its target and to 
modify its trajectory to insure that it approaches 
its target close enough to destroy it. May be 
based on infra-red detectors, radar, or ladar. 

Homing Overlay Experiment (HOE): An experi- 
ment carried out in summer 1984, in which a 
modified Minuteman I rocket, launched from 
Kwajelein Atoll in the Pacific, was able to home 
in on and destroy a simulated reentry veh° Je 
launched from Vandenberg Air Force Base in 
California. 

Homopolar Generator: An electric generator that 
employs a rotating cylinder to store large 
amounts of electrical energy. May be used in con- 
junction with electromagnetic launchers. 

Imaging Synthetic Aperture Radar (ISAR): A ra- 
dar technique that uses the motion of targets 
to reconstruct an image with high resolution. 
Resolution is limited by the distance the target 
moves between successive radar pulses. 

Impulse Tagging: A possible technique for inter- 
active discrimination. A high-powered laser 
strikes an object, ablating a small amount of sur- 
face material. The object recoils, and the speed 
of the recoil is inversely proportional to its mass. 

Impurity Band Conductor (IBC): Recently per- 
fected semiconductors that may be used for 
charge-coupled devices and have a high degree 
of radiation resistance. 

Induction Linar. One of the candidate types of par- 
ticle accelerator for a free electron lsser. The 
ETA and ATA at Lawrence Livermore Labora- 
tory are induction linacs. The electromagnetic 
impulse that accelerates the electron beam 
originates in a changing magnetic field protiacod 
by a series of loops that surrounds the beam 
rather than by a radiofrequency-generated elec- 
tric potential that is maintained along the beam 
just ahead of the accelerated particles. 

Inertial Guidance: Guidance provided from on- 
board a rocket. Inertial gyros sense acceleration 
and use that information to alter the rocket's 
propulsion to maintcin a predetermined course. 

Interactive Discriminat.on: Techniques for dis- 
crimination that involve perturbing a target and 
observing its reactions to the perturbation. Ex- 
amples are neutral particle beams (producing 
electrons or neutrons in the target), impulse tag- 
ging with a laser (causing the object to recoil), 
and laser thermal tagging (heating an object and 
observing the temperature rise). 

Keep-out Zone: A volume of space around a satel- 
lite that is declared to be forbidden to entry by 
unauthorized intruders; enforcement of such a 
zone is intended to protect space assets against 
attack, particularly by space mines (q.v.). 

Kill Assessment: Determining with remote sensors 
whether an attacked target has been destroyed. 

Kinetic Energy Weapons (KEW): Weapons that kill 
by transferring a fraction of their kinetic energy 
to a target. 

Kinetic Kill Vehicle (KKV): A rocket that homes 
in on its target and kills it by striking it or by 
hitting it with a fragmentation device. 

Klystron: A high-powered vacuum tube used to 
produce the radio frequency waves that acceler- 
ate particles in an rf accelerator. 

Ladar: Laser radar; a form of radar that uses laser 
light instead of microwave radiation as a radar 
signal. 

Lethal Radius: The maximum distance from an ex- 
ploding (nuclear or non-nuclear) warhead, within 
which a target would be destroyed. 

Lethality: The ability of a weapon to destroy a 
target. 

Lethality Enhancer: A device, used by a kinetic 
kill vehicle, that explodes or expands at the point 
of closest approach to the target, sending frag- 
ments of material into the target and destroy- 
ing it. 

Life Cycle Costs (LCC): The total cost of a mili- 
tary system, including operation and mainte- 
nance over its anticipated lifetime. 

Limited Test Ban Treaty: A treaty signed by the 
US, the UK, and the USSR \n 1963, restricting 
nuclear tests to und-aground sites. Over one hun- 
dred nations have become signatories. 

Lines of Source Code (LOC): The number of lines 
in a computer program in the highest (most re- 
moved from the computer) level language used. 

Machine Language: The lowest level of computer 
language that directly manipulates the bistable 
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states in a computer's memory, effectively mov- 
ing around numbers and performing arithmetic 
operations upon them. 

Magnetohydrodynamks (MHDh In the BMD con- 
text, a technique for converting a hot plasma to 
electric energy by passing it through a magnetic 
field. In space, it might be used to generate elec- 
trical enargy from a large rocket exhaust. 

Maneuvering Boosters: Boosters that can change 
course in a pre-programmed way; they might be 
used in an effort to avoid attack during the boost 
phase by space-based interceptors. 

Maneuvering Reentry Vehicle (MaRV): A reentry 
vehicle that maneuvers in the late midcourse or 
terminal phase, either to enhance accuracy or to 
avoid anti-ballistic missiles. Maneuvers within 
the atmosphere are usually accomplished by aer- 
odynamic means; maneuvers in space could be 
accomplished by small rockets. 

Mass Fraction: The fraction of a rocket stage's 
mass that is taken up by fuel. The remaining 
mass is structure and payload. 

Mean Time Between Failures (MTBF): The aver- 
age time between element failure in a system, 
usually composed of many elements. 

Mean Time to Repair (MTTR): In a multi-element 
system, the average time required to repair the 
system in the event of a failure. 

Midcourse Phase: The phase in a ballistic missile 
trajectory after the wirheads are dispensed from 
post-boost vehicles and before their reentry into 
the atmosphere, in which the reentry vehicles 
(and decoys) coast in ballistic trajectories. 

Milstar A U.S. strategic communications satellite 
under development. 

Mirror System: In the BMD context, a BMD sys- 
tem that one side builds in response to its ad- 
versary that contains similar elements and has 
similar missions. 

Missile Silo: A usually hardened protective con- 
tainer, buried in the ground, in which land-based 
long-range ballistic missiles are placed for 
launching. 

Monostatic RadaWLadar: A radar/Iadar in which 
the transmitter end receiver are located together. 

Multiple Independently-targetable Reentry Vehi- 
cle (MIRV): One of several ruentry vehicles car- 
ried on the same booster that are sent to diverse 
targets by a post-boost vehicle (q.v.). 

Mutual Assured Destruction: The strategic situa- 
tion now existing in which either superpower 
could inflict massive nuclear destruction on the 
other, no matter who struck first. 

Mutual Assured Survival: The hypothetical stra- 
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tegic situation obtaining wherein each super- 
power would know that it would survive a nu- 
clear attack launched by the other with only 
minimal casualties because of the high effective- 
ness of its defensive systems. 

National Test Bed (NTB): The nationwide comput- 
ing network, with a center in Colorado, to be 
organized by SDIO to test and simulate software 
and, to a degree, the hardware that might be used 
in a BMD system. 

Network Topology: In computing, the elements, 
lines of communication between the elements, 
and the hierarchical structure of a computing 
network. 

Neutral Particle Beam (NPB): A beam of un- 
charged atomic particles, produced by a parti- 
cle accelerator and beam neutralizer, that could 
be used to strike and destroy an object or to "in- 
terrogate" it, ascertaining some information 
about it from the characteristics of the result- 
ing emitted radiation from the object. 

Noctilucent Clouds: Naturally occurring clovds in 
the upper atmosphere (about 60-80 km altitude) 
resulting from the accumulation of ice crystals 
about fine particles of meteoric dust. Such clouds 
may also be susceptible to artificial creation, and 
thus might be useful for possible countermeas- 
ures to ground- or air-based infrared sensors try- 
ing to look through the Earth's atmosphere. 

Nuclear Background: The background of infrared, 
visible, microwave and nuclear radiation caused 
by a nuclear explosion in space or in the atmos- 
phere. Such background!, could pose significant 
problems for many proposed sensors of a BMD 
system. 

Nuclear Precursor A nuclear explosion detonated 
near an adversary's sensors or weapons shortly 
before the arrival of a number of nuclear war- 
heads on nearby targets. The aim would be to 
prevent the adversary from launching his own 
weapons or from using his sensors because of 
the background or debris produced by the pre- 
cursor. 

Outer Space Treaty: A treaty signed by the US, 
the UK, and the USSR in 1967, and acceded to 
by many other nations, that bans the station- 
ing of nuclear weapons in space. 

Packet-switched Network: A computing network 
in which information and data are distributed 
and retrieved in "packets"; the size and repeti- 
tion rate of the packets depend on the computa- 
tional and communication status of the system 
at the time of data transfer. 

Particle Accelerator: A device that accelerates 
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charged nuclear and sub-nuclear particles by 
means of changing electromagnetic fields. Par- 
ticles are accelerated to energies of millions of 
electron-volts and much higher. Accelerators for 
basic research have reached over 10" electron 
volts of energy. Those useful for BMD missions, 
such as NPBs or FELs, need only reach between 
10" and 10* electron volts, but generally require 
higher currents. 

Passive Discrimination: Discrimination of decoys 
from real targets by observing infrared, optical, 
or other emissions from the object. In BMD, pas- 
sive infrared observations may be used in early 
versions of a system to attempt to discriminate 
between reentry vehicles and simple decoys. 

Passiva Sensor: A sensor that passively observes 
radiation coming froui an object at a distance. 
Usually refers to infrared or visible sensors. 

Payload: On a rocket, the part of the total mass 
that is used to accomplish the rocket's mission, 
apart from the rocket fuel and structure. Exam- 
ples are a satellite launched to orbit or a nuclear 
warhead. 

Penetration Aid: A device, such as a decoy or chaff 
that would make it easier for a reentry vehicle 
to penetrate a BMD system by confusing the 
system's sensors. 

Phase One: In the context of missile defense, the 
first phase of a deployed Strategic Defense Sys- 
tem (q.v.), based on space- and ground-based in- 
terceptors, and planned for deployment by the 
mid- to late-1990s. 

Phase Three: A later phase of missile defense de- 
ployment, including directcd-energy weapons 
and interactive discrimination. 

Phase Two: The phase of missile defense deploy- 
ment, following Phase One; would possibly in- 
clude more interceptors, some enhanced discrimi- 
nation capability and other innovations. 

Phased Deployment: In the BMD context, the de- 
ployment of successively more effective systems 
as they are developed. 

Pixel: One unit of image information on a screen, 
corresponding to the smallest unit of the image; 
the more pixels, the higher the potential resolu- 
tion of tL* system. 

Platform: In the BMD context, a satellite in space 
used for weapons, sensors, or both. 

Platform Decoy: A relatively inexpensive object 
intended to fool an adversary's sensors into 
deciding that the object is really a much more 
valuable platform. 

Plume: The hot, bright exhaust gases from a 
rocket. 

Pop-up: The use of rapidly reacting, ground- 
launched elements of a ballistic missUe defense. 
These elements may be sensors (e.g. for mid- 
course tracking and discrimination) or weapons 
(e.g. X-ray lasers). 

Post-boost Phase: The phase of a ballistic missile 
trajectory in which reentry vehicles and associ- 
ated decoys are independently released on bal- 
listic trajectories towards various ground 
targets. 

Post-boost Vehicle (PBV): The rocket-propelled ve- 
hicle that dispenses reentry vehicles and associ- 
ated decoys on independent ballistic trajectories 
towards various ground targets. 

Preferential Defense: The defensive tactic of pro- 
tecting some targets strongly while leaving 
others less strongly, or not at all defended. This 
allocation of defense resources is to be hidden 
from the offense, thus requiring it to waste re- 
sources and conferring a strategic advantage on 
the defense. 

Probe: In the context of SDS, a ground-based set 
of sensors that would be rapidly launched into 
space on warning of attack and then function as 
tracking and acquisition sensors to support 
weapon allocation and firing by BMD weapons 
against enemy ICBMs and RVs. 

Radiation Hardness: The ability of electronics to 
function in high fields of nuclear radiation. Tech- 
niques for increasing hardness include semicon- 
ductors less susceptible to radiation upset, 
shielding, reduction in size, and redundancy. 

Radio Frequency Linac: A particle accelerator that 
uses a travelling electromagnetic wave at radio 
frequencies to accelerate charged particles. The 
wave is positioned at a relatively constant phase 
relative to the particle position as both travel 
down a tube, providing an electric field that fur- 
nishes the accelerating force. 

Radioisotope Thermoelectric Generator (RTGh An 
electric generator that uses the heat produced 
by the decay of intense radioactive sources to 
produce electricity by the intermediary of ther- 
moelectric devices. 

Railgun: A device that uses the electromotive force 
experienced by a moving current in a transverse 
magnetic field *o accelerate small objects rap- 
idly to high velocities. See electromagnetic 
launcher. 

Range Gate: An electronic gate placed by a radar 
system with a timing intended to include ex- 
pected return signals. The radar would then only 
look at and analyze those return signals within 
the gate. 
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Reentry Vehicle (RV): The shielded nuclear war- 
head of a ballistic missile that reenters the 
Earth's atmosphere to strike a target on the 
ground. 

Responsive Threat: The Soviet ballistic missile 
force and the Soviet counter-measures to a U.S. 
ballistic missile defense that could be expected 
to be deployed by the Soviet Union in an effort 
to oppose a U.S. missile defense. 

Retargeting: Re-aiming a directed-energy weapon 
from one target to another. 

Retroreflector: A mirror, usually a corner reflec- 
tor, that returns light or other electromagnetic 
radiation in the direction from which it comes. 

Robustness: The ability of a system to fulfill its 
mission in the face of non-destructive counter- 
measures or a direct attack. 

Rubber Mirror An informal name for mirrors that 
can be distorted by electromechanical actuators 
in order to compensate for atmospheric distor- 
tions or changes in the geometry of the optical 
system and thereby restore a desired wave front. 

SAFEGUARD: The anti-ballistic missile system 
deployed in North Dakota in 1975 and then dis- 
mantled in 1976 because of low cost-effectiveness. 

Salvage-fused: In a warhead, a design including 
a fuse that would detonate the warhead if it were 
struck or attacked from a distance by another 
weapon. 

Sensor: A device that detects electromagnetic ra- 
diation or particles emanating from a source at 
a distance. 

Shoot-back: The defense tactic of shooting at at- 
tacking objects, trying to destroy them before 
they can destroy the targeted asset. 

Shroud (RV, PBV): In the BMD context, a thin 
envelope that would enclose a reentry vehicle, 
interfering with the infrared radiation that it 
would emit; also, a lcose conical device that 
would be positioned behind a PBV to conceal the 
deployment of reentry vehicles and decoys from 
outside observers. 

Sidelobe: In radar, a solid angle away from the aim- 
ing direction of an antenna, that contains a sig- 
nificant fraction of the energy radiated. The size, 
shape, and location of sidelobes depend on the 
wavelength and on the antenna geometry. En- 
ergy can also be inserted into the radar receiver 
through a sidelobe, providing an opportunity for 
jamming. 

Signal Processing: The analysis (often rapid and 
in near-real time) of complex incoming data in 
order to refine and simplify the information re- 
ceived to a form that is useful to the user. For 

sensors, signal processing will be needed to sep- 
arate real signals (e.g. objects and their positions) 
from spurious and unwanted background infor- 
mation. 

"Soft" Kill: A kill of an object, usually by a parti- 
cle beam, against electronics, such that an out- 
side observer cannot detect any physical change 
in the target from a distance, but in which the 
target is nevertheless unable to perform its 
mission. 

Soft Targets: In nuclear strategy, any target that 
cannot be hardened in order to survive a nearby 
nuclear detonation (e.g. people, cities, airfields, 
factories). 

Software Engineering: The technology for devel- 
oping and maintaining software. 

Software Engineering Environment: Tools for de- 
veloping software that are mutually compatible, 
that enable the software engineer to deal in rapid 
succession with different phases of the software 
life cycle and that support the entire software 
life cycle. Such environments are in the devel- 
opment stage. 

Software Security: The resistance of software to 
unauthorized use, theft of data, and modifica- 
tion of programs. 

Software Trustworthiness: The probability that 
there are no errors in the software that will cause 
the system to fail catastrophically after it has 
undergone testing. 

Software Verification: The development of tech- 
niques for mathematically proving the correct- 
ness of computer programs. 

Source Code: A computer program. 
Space Mine: A satellite with an explosive (either 

nuclear or non-nuclear) charge that is designed 
to position itself within lethal range of a target 
satellite and detonate upon preprogrammed 
command, remote command or upon being itself 
attacked. 

Space Transportation Architecture Study: An in- 
teragency (SDIO, USAF, NASA) study under- 
taken in 1986 to investigate future US space 
transportation needs for military and civilian 
missions and to propose methods to meet those 
needs. 

Space-based Interceptor (SBIh A kinetic kill rocket 
based in space. 

Spartan: Long-range nuclear-tipped missile used 
as part of the SAFEGUARD missile defense sys- 
tem in 1975. 

Specific Impulse: A measure of the efficiency of 
a rocket fuel: the ratio of the thrust produced 
to the rate of fuel burning. It is measured in sec- 
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onds; good liquid fuels today range from 300 to 
400 seconds, and solid fuels from about 200 to 
300 seconds. 

Sprint: High acceleration nuclear-tipped short 
range iuterceptors used as part of the SAFE- 
GUARD missile defense system in 1975. 

Stability: Resistance to rapid and precipitous 
chpjige in an international situation. Crisis sta- 
bility refers to the ability of a situation to resist 
deterioration to war in times of crisis. Arms race 
stability refers to the ability of the situation to 
resist deterioration into a spiraling arms race 
without apparent limits. 

Stable Transition: In missile defense, refers to a 
hypothetical transition from today's offense- 
dominated strategic relationship between the su- 
perpowers to a regime based on defense domi- 
nance, without passing through a period of cri- 
sis instability. 

Stealth: Means of hiding one's own asset from an 
adversary's sensors, usually by reducing the ra- 
diation emitted or reflected by the asset. 

Steradian: The solid angle subtending a unit area 
on a unit sphere. 

Stimulated Raman Scattering (SRSh A multi- 
photon interaction between a beam of photons 
and the molecules of the medium through which 
the beam passes. If intense enough, the photons 
can  interact with rotational states of the 
molecules, producing coherent outgoing beams 
of frequency equal to the sum (and difference) 
of the frequency initial beam and (from) the 
equivalent frequency of the rotational state. In 
practice, regarding BMD, a very intense laser 
beam might interact with gas molecules in the 
atmosphere and produce SRS—the result could 
be a dispersal of the original beam, «educing its 
weapons potential. 

Strategic Defense: Defense against long range nu- 
clear weapons. 

Strategic Defense Initiative: A Department of De- 
fense research program, initiated by President 
Reagan in 1983, with the purpose of investigat- 
ing methods of defending against the ballistic 
missile threat to the United States. 

Strategic Defense System: The proposed Phase 
One system for ballistic missile defense, planned 
for deployment in the mid- to iate-1990s. 

Surveillance: In space, the observation, tracking, 
and cataloguing of objects in Earth orbit and of 
objects being launched from the Earth. 

Survivability: The ability of a system to continue 
to fulfill its mission in the face of a direct attack 
upon it. 

Survivability Enhancement Option: One of several 
methods to help a missile defense system sur- 
vive a direct attack (e.g., shootback, stealth, ma- 
neuver, shielding). 

System-Generated   Electromagnetic   Pulse 
(SGEMP): An electromagnetic pulse in a satel- 
lite, generated by gamma rays and x-rays from 
a nuclear explosion. These rays strike metallic 
surfaces of the satellite, causing electrons to flow 
along conductors and inducing large currents in 
the circuitry within the satellite. 

Terminal Imaging Radar (TIR): A radar intended 
for missile defense use in the terminal phase by 
endo-atmospheric interceptors that need high 
resolution and discrimination information. The 
radar may be ready for deployment in the 1990s. 

Terminal Phase: The final phase of a ballistic 
trajectory in which the reentry vehicles pass 
through ihe atmosphere to their targets. This 
phase lasts one minute or less. 

Theater Defense: Defense against nuclear weap- 
ons on a regional level (i.e., Europe, Japan, Is- 
rael) rather than at the strategic level (globally 
or the United Staes and the U.S.S.R.). 

Thermal Blooming: The dispersion of a high- 
powered laser beam within the atmosphere, 
caused by heat transfer from the beam to the 
atmosphere. The center of the beam will be hot- 
ter, resulting in a less dense zone with a lower 
index of refraction. The beam is then refracted 
radially outward. 

Thermal Tagging: A discrimination technique in 
which a high-powered laser heats up an object; 
a subsequent measure of its temperature could 
help indicate whether the objact were light 
(higher temperature) or massive (lower temper- 
ature). The higher temperatures could be de- 
tected and used as a discriminant by other sen- 
sors later in the trajectory. 

Threat Tube: A narrow geometrical volume of 
space, usually over the arctic, from Soviet mis- 
sile fields to U.S. targets, within which there 
would be a high density of RVs and decoys dur- 

• ing a Soviet nuclear attack. 
Thrusted Replica: A decoy reentry vehicle that has 

a small rocket which is used upon reentry into 
the atmosphere. The rocket thrust comoensates 
for atmospheric drag, making it more'difficult 
to discriminate the decoy from a real RV. 

Time Delay and Integrate: The technique of in- 
tegrating (essentially, adding) signals from sev- 
eral sensors so that better photon statistics can 
be obtained, helping the signal processor find a 
signal above background. 
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Tracking Denial: Denying an adversary's sensors 
the ability to detect and keep track of a space 
asset. 

Trajectory: The path followed by a moving object. 
Warhead. An explosive used by a missile to destroy 

its target. 
X-band Radar: Radar operating in the frequency 

band around 10 GHz. 

X-ray Laser: A laser that produces radiation in the 
X-ray band (around a few angstroms). In the 
BMD context, such lasers would derive their 
energy from a nearby nuclear explosion, and 
would function only for microseconds or less. 

Z: The number of electrons (or protons) in the atoms 
of a given element. 
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Related OTA Reports 

• Ballistic Missile Defense Technologies.   
OTA-ISC-254, 9/85; 336 pages, GPO stock #052-003-01008-9 $12.00 
NTIS order #PB 86-182 961/AS, Free summary available. 

• Anti-Satellite Weapons, Countermeasures, and Anns Control 
OTA-ISC-281, 9/85; 160 pages, GPO stock #052-003-01009-7 $6.00 
NTIS order #PB 86-182 953/AS. 

• Directed Energy Missüe Defense in Space-Background Paper. 
OTA-BP-ISC-26, 4/84; 100 pages, GPO stock #052-003-00948-0 $4.50 
NTIS order #PB 84-210 111/AS. 

• Space Leunch and Mission Operations: New Technologies and Practices for Cost Reduction- 
forthcoming 

• Space Transportation Options for the Future: A Buyer's Guide-forthcoming 

NOTF Reoorts are available through the U.S. Government Printing Office. Superintendent of Documents Washington. DC 
KoSaX! S?83 323?and the National Technical Information Service. 6285 Port Royal Ro«l. Spnngf.eld. VA 
22161-0001. (703)487-4650. 
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T»* Office of Technology Assessment (OTA) was created in 1972 
as -in analytical arm of Congress. OTA's basic function Is to help legis- 
lative policymakers anticipate and plan for the consequences of techno- 
logical changes and to examine the many ways, expected and 
unexpected, in which technology affects people's lives. The assessment 
of technology calls for exploration of the physical, biological, economic 
social, and political impacts that can result from applications of scien- 
tific knowledge. OTA provides Congress with independent and time- 
ly information about the potential effects—both beneficial and 
harmful—of technological applications. 

Requests frr studies are made by chairmen of standing committee« 
of the House of Representatives or Senate; by the Technology Assess- 
ment Board, the governing bod/ of OTA; or by the Director of OTA 
in consultation with the Board. 

The Technology Assessment Board is composed of six members of 
the House, six members of the Senate, and the OTA Director, who 
is a non-voting member. 

OTA has studies under way in nine program areas: energy and ma- 
terials; industry, technology, and employment; international securi- 
ty and commerce; biological applications; food and renewable 
resources: health; communication and information technologies; oceans 
and environment; and science, education, and transportation. 
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